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IBK-MEANS: AN ITERATIVE BATCH
K-MEANS ALGORITHM FOR BIG DATA CLUSTERING

Rasim Alguliyev, Ramiz Aliguliyev, Adil M. Bagirov, and Mustafa Aliyev

Information technologies such as social media, mobile computing, and the realization of the
industrial Internet of Things (IoT) produce huge amounts of data every day. The development
of powerful tools for knowledge-discovery is imperative to deal with such a volume of data.
Clustering methods are among the most important knowledge-discovery techniques. The growth
in computational power and algorithmic developments allow us to efficiently and accurately
solve clustering problems in large datasets. However, these developments are insufficient to deal
with clustering problems in big datasets. This is because these datasets cannot be processed as a
whole due to hardware and computational restrictions. In this paper an iterative batch k-means
(ibk-means) algorithm is proposed that yields good clustering results with low computation
costs on big datasets. It is designed to cluster datasets using batch data. The efficiency and
accuracy of the proposed algorithm are investigated depending on the size of batches, the
number of attributes and clusters. The algorithm is compared with the classic k-means and
mini batch k-means algorithms using computational results on several real-world datasets, all
of which are available from the UCI Machine Learning Repository. The smallest dataset has
500000 data points and 2 attributes and the largest one contains 43930257 data points and
16 attributes. Results demonstrated that the ibk-means algorithm outperforms both the k-
means and mini batch k-means algorithms in the sense of both efficiency and accuracy and
it is applicable for the clustering of big datasets. The proposed algorithm provides real time
clustering and may have direct applications in expert and intelligent systems. Furthermore,
results from this paper will have a clear impact in the sense of designing more accurate and
efficient clustering algorithms for big datasets taking into account available computer resources.

Keywords: big data, cluster analysis, k-means algorithm, batch clustering, mini batch
k-means
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1. INTRODUCTION

With the explosive growth in the number of devices connected to the Internet of Things
(IoT) and rapid development of diversified data sources, such as scientific experiments,
and online social networks, the volume of data increases at an exponential rate [22,34].
Significant problems arise during the collection, analysis, and visualization of such data.
The current techniques and technologies are not always able to handle storage and
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efficient processing of such an amount of data. The development of efficient and accurate
tools for knowledge discovery is imperative to deal with such a volume of data, which is
the subject of big data analytics.

Big data has become a strategic asset for organizations, industries, businesses, and for
the security of a nation. It is one of the most promising frontiers for innovative research
and development in computer science, industry, and business [21,49]. The number of IoT
devices has increased several times since 2016 [2] and the the global big data analytics
market is growing significantly [49]. The popularity of IoT has made big data analytics
challenging [42].

There is no exact definition of big data; however, it is accepted that this type of data
has the following characteristics [22]:

• Volume: really big (although the size depends on the resources available for
processing them).

• Variety: poorly structured and heterogeneous.

• Velocity: processing should be very fast (and the results are often needed quickly
if it is about online services).

It is assumed that big data cannot be stored in the RAM of a computer. For example,
datasets containing 10≥12 objects cannot be stored in most current computers. Further-
more, a dataset containing 1012 objects with 10 attributes, stored in short integer (4
bytes) format, would require 40 TB of storage. Storage and analysis of big data will
continue to be a problem [33,49].

Big data analytics is a series of approaches, tools, and methods for processing struc-
tured and unstructured data of huge volumes and significant diversity to obtain human-
readable results that are effective under conditions of continuous growth, distribution
over numerous nodes of the computer network. The goal of big data analytics is to ex-
tract knowledge from the huge volume of data by using data mining techniques to make
predictions, identify recent trends, find hidden information, and make decisions. Thus,
under big data, we do not understand any specific amount of data, or even the data
itself, but the methods for processing them. For discovering valuable knowledge from a
huge volume of data, we need either to improve existing techniques and technologies or
to develop new methods and technologies to analyze big data [2, 22].

In this paper, a new algorithm is introduced for clustering big datasets using batch
data, which is effective in the limited memory space and computational resources. The
proposed algorithm is based on the k-means algorithm and can be considered as a new
version of k-means for big datasets. It offers a new approach for clustering large datasets.
In this algorithm, the batch size can be adjusted according to hardware limitations.
The algorithm is called an iterative batch k-means algorithm (ibk-means). Numerical
experiments on very large datasets demonstrate that the ibk-means algorithm is more
efficient than the classic k-means and mini-batch k-means algorithms. Note that this
work is an extended version of the paper [4].

The main contributions of this paper are as follows:

• The new ibk-means algorithm for big data clustering is developed.
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• The performance of the proposed algorithm is compared with that of the classic
k-means [40] and mini-batch k-means (mbk-means) [47] algorithms using seven
real-world datasets from [24]. The smallest dataset has 500,000 data points with
2 attributes, and the largest one has 43,930,257 data points and 16 attributes.

The rest of this paper is structured as follows. Section 2 presents an overview of
the related work. The new ibk-means algorithm is discussed in Section 3. Numerical
results and the comparison of algorithms are reported in Section 4. Section 5 contains
concluding remarks.

2. RELATED WORK

One of the tools to process big data with unlabeled elements (aka unsupervised learn-
ing) is data clustering. The main task of cluster analysis is to partition a set of data
points into tightly organized groups based on a suitable similarity measure. There are
different types of clustering [1,11,29,45,51] and in this paper, we consider the partition
clustering problem in big datasets. In general, clustering algorithms for big datasets can
be classified into three groups [26]:

1. Sampling methods. These methods select a small subset of the dataset and then
the clustering is executed on this subset. Since the whole dataset is not processed,
these methods can speed up the execution time; however, the clustering precision
may be considerably affected.

2. Data transformation methods. These methods alter the structure of the data
so that it can be clustered more efficiently.

3. Single-pass methods. These methods divide the data into batches and perform
clustering on each batch, then combine the clustering results. These methods are
also classified into two classes: (i) Incremental methods; (ii) Divide and conquer
methods.

Parallelization of clustering algorithms is considered as one of the directions to develop
efficient algorithms for big datasets. Such methods can be classified into two groups [48]:

1. Single-machine clustering methods: For example, CLARANS, BIRCH, CURE.

2. Multiple-machine clustering methods: For example, ParMETIS, GPU-based
methods, MapReduce based on k-means, MapReduce based on GPU.

The k-means [40], for its good time performance, is one of the widely used clustering
algorithms. However, it was designed for solving single-view data clustering problems
and therefore, with the increasing size of the datasets being analyzed, this algorithm loses
its effectiveness as it requires the entire dataset to be stored in the main memory [15]. For
this reason, several methods were proposed to improve the performance of the k-means
algorithm. For example, [19] proposed a new robust large-scale multi-view k-means
algorithm which can be easily parallelized and performed on multi-core processors. The
computational complexity of this method is similar to that of the classical k-means
algorithm. Algorithms based on nonsmooth optimization techniques were proposed in
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[12,13,37,38] to solve the minimum sum-of-squares clustering problems in large datasets
where the new clustering algorithms is designed by modifying the limited memory bundle
method of nonsmooth optimization and combining it with an incremental approach.

There are several papers on the comparative assessment of the clustering algorithms
for big datasets [48, 53]. The paper [25] provides an analysis of the existing clustering
algorithms for big datasets and presents a framework for classification of the cluster-
ing algorithms to guide the selection of algorithms for big data. A detailed review of
density-based clustering methods, their advantages and disadvantages, and also their
performance comparison for different big datasets are presented in [16].

In [23], MapReduce was modified by proposing a novel processing model to eliminate
the iteration dependence and obtain high performance. Experiments demonstrated that
this algorithm is efficient, robust, and scalable. Another similar approach with a good
initial seeding was proposed in [46]. First, they describe the existing clustering algo-
rithms: the serial k-means++ and the competitive k-means. Then, they propose a new
algorithm called DisK-Means based on the above two algorithms. This algorithm divides
the complete dataset into parts, where each part must have more than the minimum
sample size to be representative of the dataset.

A parallel version of the k-means++ algorithm is much faster than existing parallel
versions of the k-means algorithms. The k-means++ algorithm obtains a nearly optimal
solution after a logarithmic number of passes [14]. A mini-batch k-means based algo-
rithm with low computation cost on large datasets was presented in [47]. This algorithm
reduces the computational cost and shows the best results compared to the stochastic
gradient descent algorithm. The parallel versions of the k-medoids and k-means algo-
rithms for big data clustering is developed in [8] and the parallel batch k-means for big
data clustering is introduced in [9]. In [43], it was shown that the triangle inequality-
based bounding can be used to accelerate the mini-batch k-means algorithm.

A version of the k-means algorithm that leads to higher speed and considerably lower
clustering distortion was presented in [55]. In this paper, a clustering objective function
that is feasible for the whole ℓ2-space was developed. The method is implemented by
top-down bisecting. The superior performance over most of the algorithms based on the
k-means was observed across different scenarios.

The paper [30] proposes the I−k-means−+ algorithm. This is an iterative approach
to improve the quality of clustering by the k-means via removing one cluster (minus),
dividing another one (plus), and applying re-clustering again, at each iteration. The
algorithm can be applied to datasets with a large number of data points or a large
number of clusters. Although this process is time-consuming, the use of some heuristics
effectively speeds up I − k-means−+. The robust fusion method [20] could be addressed
to some fundamental statistical problems in the context of big data.

Recently, a high-performance analysis of IoT big data has been a promising research
direction in big data analytics. Tsai et al. [52] presented an efficient framework for a
metaheuristic algorithm on a cloud computing environment for clustering big datasets.
Zhang et al. [54] proposed two high-order possibilistic c-means algorithms, called CP-
HOPCM and TT-HOPCM, for clustering IoT big data with a large number of attributes
which can be used in IoT systems with limited memory space and computing power.

Ilango et al. [35] proposed the artificial bee colony optimization algorithm for cluster-
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ing in big data to reduce the execution time. For improving the scalability and precision
of FCM for big data, authors of the work [26] proposed scalable FCM on Hadoop, called
BigFCM. Havens and Bezdek [32] presented an efficient formulation of the iVAT (an
improved visual assessment of cluster tendency) algorithm which significantly reduces
the computational complexity of the iVAT algorithm from O(n2) to O(n log n), where
n is the number of objects to be clustered. Kumar et al. [39] presented a new clu-
siVAT algorithm, based on sampling the data. Havens, Bezdek and Palaniswami [33]
proposed an extension to the scalable VAT (sVAT) algorithm [31], called sVAT-S, whose
computational complexity is significantly smaller than O(n2).

The paper [27] proposed an algorithm that combines parallel clustering with single-
pass, stream-clustering algorithms. This approach has two key advantages. First, while
the dataset may not fit in the memory, one can still keep its portion in the memory
and cluster them before reading the rest of the data. The second advantage is that
multiple chunks can be clustered in parallel using multiple CPU cores utilizing their
maximum computational capability to cluster the dataset as quickly as possible. The
limited network bandwidth, limited storage, and low computational capacities of a single
machine do not allow merging big datasets generated across multiple distributed sources.
To address these problems, [50] proposed a three-stage distributed clustering scheme
using boundary information.

Clustering algorithms for big datasets were applied in various areas where such data
are available. An improved DBSCAN clustering method was proposed in [28] for pre-
dicting drilling overflow accidents. For intrusion detection systems over big data envi-
ronments, [44] proposed a clustering method combining mini-batch k-means with the
principal component analysis. For anomaly and DoS attack detection over big data en-
vironments in [3,5,6,36], a clustering, an optimization, and deep learning methods were
proposed, respectively.

Analysis of algorithms introduced in the above-mentioned papers shows that most
existing algorithms for clustering of big datasets are extensions or significant modifi-
cations of conventional clustering algorithms such as the k-means algorithm, the fuzzy
c-means algorithm, and hierarchical clustering algorithms. In all cases, the main aim is
to reduce the execution time using parallelization techniques or using partitioning of the
whole dataset into smaller groups and then defining representatives of each group. The
performance of these algorithms is reported using small to large datasets, and only a few
of them use datasets containing millions or tens of millions of data points. Most existing
clustering algorithms for big datasets are based on the so-called distributed clustering
schemes. In this paper, we propose a rather different approach to modify the k-means
algorithm for clustering big datasets using a single machine. The proposed algorithm
uses batch data and is based on the iterative clustering scheme.

3. K-MEANS AND THE PROPOSED IBK-MEANS ALGORITHMS

Let X = {x1, x2, . . . , xn} be a set of finite number of points given in an m-dimensional
space. Assume that this set should be clustered into k clusters. Denote the collection
of these clusters as C = {C1, C2, . . . , Ck}. The k-means algorithm seeks a partition
having an overall minimum squared error between the centers of the clusters and the
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data points in the clusters. The center oq of cluster Cq is calculated as follows:

oq =

∑
xi∈Cq

xi

|Cq|
, q = 1, 2, . . . , k, (1)

where |Cq| is the number of data points in the cluster Cq. For the cluster Cq, the squared
error is defined as:

fq =
∑

xi∈Cq

∥xi − oq∥2, q = 1, 2, . . . , k. (2)

Here ∥·∥ is the Euclidean norm on Rm. The goal of the k-means algorithm is to minimize
the sum of squared errors for all clusters, defined as:

f =

k∑
q=1

fq =

k∑
q=1

∑
xi∈Cq

∥xi − oq∥2. (3)

As stated in [10], minimizing the objective function (3) is an NP-hard problem. In
this study, we have used the classic k-means algorithm [41] which uses an iterative
refinement technique [40]. The pseudocode for the k-means algorithm is given below:

THE K-MEANS CLUSTERING ALGORITHM

Input:

• X = {x1, x2, . . . , xn} // Set of data points.

• k // Number of desired clusters.

Output:

• A set of k clusters: C = {C1, C2, . . . , Ck}.

Steps:

1. Sample k data points uniformly at random from X as initial centroids.

2. Repeat

(a) Assign each point xi to the cluster which has the closest centroid.

(b) Calculate the new centroid for each cluster.

3. Until no data point changes its cluster.

The main drawback of the k-means algorithm is that the quality of the final clusters
heavily depends on the initial centroids. The k-means algorithm produces different
clusters for different initial centroids. The time complexity of this algorithm is O(n ×
k ×m× t), where:

• n is the number of m-dimensional vectors to be clustered,
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• k is the number of clusters,

• t is the number of iterations needed until convergence.

Lloyd’s k-means algorithm is efficient for real-world clustering tasks, in other words,
for clustering datasets that can be stored in the memory of a single machine. However,
this algorithm is slow for large datasets, and its accuracy deteriorates as the number of
data points increases.

As mentioned above, clustering of big datasets can be a problem due to memory
space and computational restrictions. To address both these problems, we propose a
new version of the k-means algorithm by combining it with batching of the dataset.
The algorithm takes some batch of data from the given dataset and processes it. Then,
it takes the next batch along with centroids from the previously processed batch and
processes it, and so on until all the elements of the dataset are processed.

This algorithm is called the iterative batch k-means (ibk-means) algorithm and
proceeds as follows:

1. Divide the given dataset into non-overlapping subsets (batches) with equal size
p (p < n). The maximum value of p is determined by the capabilities of the
personnel computer (PC), ensuring that each batch can be processed within RAM
and in a reasonable time.

2. Take the first p data elements from the given dataset of n elements.

3. Apply the k-means algorithm to find k centroids (k < p) in this batch. If all
batches are processed, proceed to Step 5.

4. Use the k centroids as the starting cluster centers for the next batch of p new data
elements from the remaining dataset and return to Step 3.

5. Assign elements of the whole dataset to the k centroids calculated in the last
iteration to obtain the k-partition of the dataset.

It can be seen from the description that the main tool in solving the clustering problem
in the proposed algorithm is the k-means algorithm. The use of batches improves the
accuracy of k-means since the number of data points in these batches is significantly
smaller than in the whole dataset. Moreover, in all batches except the first one, the
starting cluster centers are derived from the previous iteration of the k-means algorithm.
This is another advantage of using batches in clustering large datasets.

The time complexity of the ibk-means algorithm is similar to that of the k-means
algorithm and can be described as O((n× k ×m× t)nb), where:

• nb is the number of batches,

• n is the number of m-dimensional vectors in each batch,

• k is the number of clusters,

• t is the maximum number of iterations over all batches.
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4. COMPUTATIONAL RESULTS

In this section, we compare the ibk-means algorithm against both the classic k-means [40]
and mbk-means [47] algorithms using numerical results. In the comparison, we use
indicators such as the CPU time (T ) required to compute centroids and assigning data
points to centroids; and the value of the objective function (f).

The parameters of the PC on which the experiments were conducted are as follows:

• CPU: Core i7 2.2 GHz.

• RAM: 8 GB.

• Video Card: 1 GB.

• HDD: 1 TB.

• Operating System: Microsoft Windows 7 Ultimate 64-bit.

The whole datasets are also clustered using the k-means algorithm for efficiency and
quality comparison with the proposed algorithm using the above-mentioned indicators.
Due to the memory restriction of the above hardware, it is sometimes impossible to
process a whole dataset for comparison purposes.

4.1. Datasets

In the numerical experiments, we use real-world datasets, all of which are available from
the UCI Machine Learning Repository [24]. The brief description of the datasets is given
in Table 1.

# Dataset # Attributes # Instances Attribute Types Year Source

1. D500×2 2 500000 Integer, Real 2015 Online Retail
2. D500×3 3 – – – –
3. D500×5 5 – – – –
4. D2000×3 3 2000000 Real 2012 Individual Household Electric Consumption
5. D2000×5 5 – – – –
6. D2000×9 9 – – – –
7. D44000×16 16 43930257 Real 2015 Heterogeneity Activity Recognition

Tab. 1. The brief description of datasets.

The datasets D500×2, D500×3, and D500×5 are extracted from the Online Retail
dataset, which contains 541,909 data points and 8 attributes. The Online Retail dataset
contains records of transactions occurring between 01/12/2010 and 09/12/2011 for a
UK-based online retail company specializing in unique all-occasion gifts, with many
wholesale customers.

The datasets D2000×3, D2000×5, and D2000×9 are extracted from the Individual
Household Electric Power Consumption dataset, which contains 2,075,259 data points
and 9 attributes. This dataset consists of measurements gathered in a house located in
Sceaux, France, between December 2006 and November 2010 (47 months).
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Finally, the dataset D44000×16 is from the Heterogeneity Activity Recognition dataset,
containing 43,930,257 data points and 16 attributes. This dataset consists of two
datasets designed to investigate the impact of sensor heterogeneities on human activ-
ity recognition algorithms, including classification, automatic data segmentation, sensor
fusion, and feature extraction.

4.2. Results

Results of numerical experiments are presented in Tables 2 – 8. We used batches with
10000, 50000 and 250000 data points for the largest dataset D44000×16. This dataset
cannot be stored in the RAM of the computer and therefore, we did not get results
using the k-means algorithm and report only results for the mbk and ibk algorithms.
To provide a proper evaluation of results, in the tables we include columns showing
improvements by the ibk algorithm in comparison with other two algorithms for both
the objective function value and CPU time. Positive numbers show improvement by the
ibk algorithm and negative numbers show deterioration of results of other algorithms.

# of k-means Batch mbk ibk Relat. improv. Relat. improv.
clus. size(p) of ibk over of ibk over

k-means (%) mbk (%)

f T f T f T f T f T

2 1452.7 16.5 10000 1459.6 17.2 1459.6 17.7 -0.45 -7.27 +0.03 -2.91
50000 1457.8 18.7 1453.3 16.8 -0.04 -1.82 +0.31 +10.16
250000 1455.2 19.2 1450.5 15.4 +0.15 +6.67 +0.32 +19.79

5 494.6 18.2 10000 499.3 18.7 501.2 19.6 -1.33 -7.69 -0.38 -4.81
50000 502.8 19.2 497.5 18.7 -0.59 -2.75 +1.05 +2.60
250000 504.6 20.1 492.7 17.5 +0.38 +3.85 +2.36 +12.94

10 247.6 20.4 10000 252.5 20.6 253.9 22.5 -2.54 -10.29 -0.55 -9.22
50000 254.1 21.3 249.4 21.5 -0.73 -5.39 +1.85 -0.94
250000 253.5 22.1 245.7 19.9 +0.77 +2.45 +3.08 +9.95

Tab. 2. Clustering results on D500×2 dataset.

4.3. Discussion of experimental results

The analysis of the experimental results shows that:

• As the batch size increases, the performance of the ibk-means algorithm improves
across all datasets with respect to both indicators: CPU time (T ) and clustering
quality (the value of the objective function f). For example, for the D500×2
dataset, if the size of the batch increases from 10000 to 250000, then the CPU
time decreases from 17.7 seconds to 15.4 seconds, and the value of f from 1459.2
to 1450.5. In other words, with the increase of the batch size, the performance of
the ibk-means algorithm improves.

• It is clear from Table 2 that when the batch size is 250000, the ibk-means algo-
rithm outperforms the k-means algorithm with respect to both indicators. From
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# of k-means Batch mbk ibk Relat. improv. Relat. improv.
clus. size(p) of ibk over of ibk over

k-means (%) mbk (%)

f T f T f T f T f T

2 2102.2 19.9 10000 2104.6 20.5 2107.6 21.1 -0.26 -6.03 -0.14 -2.93
50000 2102.4 21.7 2105.6 20.5 -0.16 -3.02 -0.15 +5.53
250000 2105.7 22.1 2101.8 19.6 +0.02 +1.51 +0.19 +11.31

5 709.0 23.4 10000 710.0 23.9 714.8 25.6 -0.82 -9.40 -0.68 -7.11
50000 709.3 24.7 711.6 24.4 -0.37 -4.27 -0.32 +1.21
250000 709.2 25.5 708.5 23.1 +0.07 +1.28 +0.10 +9.41

10 352.3 26.5 10000 359.2 27.4 357.6 28.8 -1.50 -8.68 +0.45 -5.11
50000 357.3 28.2 354.4 27.7 -0.60 -4.53 +0.81 +1.77
250000 356.5 29.7 351.4 26.4 +0.26 +0.38 +1.43 +11.11

Tab. 3. Clustering results on D500×3 dataset.

# of k-means Batch mbk ibk Relat. improv. Relat. improv.
clus. size(p) of ibk over of ibk over

k-means (%) mbk (%)

f T f T f T f T f T

2 3022.1 27.9 10000 3027.3 28.6 3028.5 29.3 -0.21 -5.02 -0.04 -2.45
50000 3028.7 28.9 3025.6 28.8 -0.12 -3.23 +0.10 +0.35
250000 3030.6 29.5 3021.8 27.5 +0.01 +1.43 +0.29 +6.78

5 1211.0 34.7 10000 1215.8 35.2 1217.3 36.3 -0.52 -4.61 -0.12 -3.12
50000 1214.1 36.4 1214.4 35.6 -0.28 -2.59 -0.02 +2.20
250000 1213.5 37.4 1210.3 34.3 +0.06 +1.15 +0.26 +8.29

10 700.6 39.1 10000 702.8 38.2 705.3 40.6 -0.67 -3.84 -0.36 -6.28
50000 707.4 39.1 703.4 39.4 -0.40 -0.77 +0.57 -0.77
250000 709.1 41.3 699.9 38.7 +0.10 +1.02 +1.30 +6.30

Tab. 4. Clustering results on D500×5 dataset.

Tables 2 – 7, it is easy to see that this observation is true for all datasets and the
number of clusters. Furthermore, for the batch sizes 10000 and 50000 the difference
between the clustering function values obtained by these two algorithms is insignif-
icant across all datasets. However, the k-means algorithm cannot be applied to
very large data sets containing millions of data points and the ibk algorithm can
be considered as an extension of k-means for clustering such datasets.

• The size of the batch cannot be increased arbitrarily due to the following reasons:

1. The batch size should be such that it can be efficiently processed on the
computer, i e., the RAM and computational power of the computer should
allow it.

2. The batch size strongly depends on the capabilities of the selected clustering
algorithm. It is known that the efficiency and accuracy of clustering algo-
rithms vary depending on the size of the dataset.
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# of k-means Batch mbk ibk Relat. improv. Relat. improv.
clus. size(p) of ibk over of ibk over

k-means (%) mbk (%)

f T f T f T f T f T

2 8698.4 77.7 50000 8709.1 76.3 8705.4 80.2 -0.08 -3.22 +0.04 -5.11
250000 8717.0 77.6 8701.7 78.8 -0.04 -1.42 +0.18 -1.55
500000 8715.5 80.6 8697.7 77.1 +0.01 +0.77 +0.20 +4.34

5 3512.4 94.1 50000 3529.3 94.9 3517.5 97.3 -0.15 -3.40 +0.33 -2.53
250000 3528.7 95.3 3515.7 95.6 -0.09 -1.59 +0.37 -0.31
500000 3524.5 96.1 3511.8 93.2 +0.02 +0.96 +0.36 +3.02

10 1869.3 111.2 50000 1906.0 111.2 1873.2 115.9 -0.21 -4.23 +1.72 -4.23
250000 1895.9 114.4 1871.7 113.4 -0.13 -1.98 +1.28 +0.87
500000 1891.4 115.8 1868.6 110.5 +0.04 +0.63 +1.21 +4.58

Tab. 5. Clustering results on D2000×3 dataset.

# of k-means Batch mbk ibk Relat. improv. Relat. improv.
clus. size(p) of ibk over of ibk over

k-means (%) mbk (%)

f T f T f T f T f T

2 12653.6 109.1 50000 12653.8 110.2 12657.3 112.6 -0.03 -3.21 -0.03 -2.18
250000 12653.6 113.4 12654.7 110.5 -0.01 -1.28 -0.01 +2.56
500000 12653.4 114.7 12652.9 108.5 +0.01 +0.55 0.00 +5.41

5 5902.3 137.2 50000 5909.2 137.7 5905.4 140.9 -0.05 -2.70 +0.06 -2.32
250000 5911.3 139.2 5903.6 138.2 -0.02 -0.73 +0.13 +0.72
500000 5909.6 140.1 5901.8 137.0 +0.01 +0.15 +0.13 +2.21

10 3115.9 153.4 50000 3122.7 155.7 3118.6 156.5 -0.09 -2.02 +0.13 -0.51
250000 3121.7 157.9 3116.5 154.1 -0.02 -0.46 +0.17 +2.41
500000 3123.4 158.6 3115.0 152.9 +0.03 +0.33 +0.27 +3.59

Tab. 6. Clustering results for D2000×5 dataset.

• Results presented in the last column of Tables 2 – 7 (the relative improvement) lead
to some interesting observations. The increase in the batch size reduces the CPU
time required by the ibk-means algorithm. Preliminary analysis (see Tables 2 – 7)
shows that this is due to the fact that, with the decrease in the number of batches
(if the batch size increases), the number of requests to the hard drive also reduces.
In turn, this leads to time-saving.

• For both the mbk- and ibk-means algorithms the value of the objective function f ,
which represents the quality of clustering solutions, does not strongly depend on
the batch size. This dependence becomes even weaker as the size of the dataset
increases.

• The comparison of the mbk-means and ibk-means algorithms demonstrates that
there is no significant difference in accuracy when the batch sizes are not large.
However, the ibk-means algorithm performs better than the mbk-means algorithm
as the batch size increases. In the largest D44000×16 dataset, the ibk-means algo-
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# of k-means Batch mbk ibk Relat. improv. Relat. improv.
clus. size(p) of ibk over of ibk over

k-means (%) mbk (%)

f T f T f T f T f T

2 29313.7 154.6 50000 29585.3 153.1 29318.5 157.5 -0.02 -1.88 +0.90 -2.87
250000 29582.4 154.2 29314.6 155.4 0.00 -0.52 +0.91 -0.78
500000 29579.5 155.7 29312.6 153.9 0.00 +0.45 +0.90 +1.16

5 11812.8 193.5 50000 11852.3 194.1 11817.3 196.7 -0.04 -1.65 +0.30 -1.34
250000 11854.2 195.4 11813.6 194.6 -0.01 -0.57 +0.34 +0.41
500000 11854.5 197.7 11811.6 193.0 +0.01 +0.26 +0.36 +2.38

10 6234.8 215.5 50000 6264.7 216.2 6239.2 218.5 -0.07 -1.39 +0.41 -1.06
250000 6261.9 219.3 6235.6 216.8 -0.01 -0.60 +0.42 +1.14
500000 6260.2 221.9 6233.6 214.8 +0.02 +0.32 +0.42 +3.20

Tab. 7. Clustering results on D2000×9 dataset.

rithm finds considerably more accurate solutions than the mbk-means algorithm.

• The comparison of CPU time required by thembk-means and ibk-means algorithms
clearly shows that the latter algorithm uses less CPU time than the former one as
the batch size, dataset size, and the number of clusters increase. This is due to the
special procedure for selecting starting cluster centers in the ibk-means algorithm,
which allows improvement in the quality of solutions obtained by the k-means
algorithm and significantly reduces the number of iterations.

• As can be seen from Table 8, the ibk-means algorithm produces clusters in a
reasonable time. For example, if the number of clusters is 10, the time for clustering
the dataset with size 43, 930, 257× 16 = 702, 884, 112 is approximately 3 hours 17
minutes (11796.9 sec.), which is reasonable for such a big dataset. In other words,
we have a significant gain in using computational power with restricted resources.

5. CONCLUSIONS

Clustering of big datasets is challenging due to the restrictions of computational power.
There are some research papers in this field to handle this challenge. In this paper, we
proposed a batch clustering algorithm, called the ibk-means algorithm, which is based on
the classic k-means algorithm, uses batches and thus efficiently manages computational
power. A number of computational experiments have been carried out using real-world
datasets. The largest dataset used in numerical experiments contains 43,930,257 in-
stances and 16 attributes. The main advantage of the ibk-means algorithm is that it
makes possible to process huge volume of datasets in batches, thus enabling of handling
any size of the big dataset. Results demonstrate that the proposed ibk-means algorithm
outperforms the classic k-means algorithm.

The proposed algorithm is fast in very large datasets. Another important strength
of the algorithm is that it allows one to effectively use the available computer resources
and provides real-time clustering in big datasets. However, this algorithm also has some
limitations. Since the proposed ibk-means algorithm uses the k-means algorithm at
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# of Batch mbk ibk Relat. improv.
clus. size(p) of ibk over

mbk (%)

f T f T f T

2 10000 1687897.9 6591.1 1657385.6 6648.4 +1.81 -0.87
50000 1683308.8 6603.2 1657381.4 6563.7 +1.54 +0.60
250000 1688630.1 6614.8 1657375.3 6478.7 +1.85 +2.06

5 10000 683180.1 9267.0 668457.8 9283.5 +2.15 -0.18
50000 691314.2 9224.6 668452.4 9194.4 +3.31 +0.33
250000 692381.5 9208.2 668447.5 9108.6 +3.46 +1.08

10 10000 359200.8 12083.0 347597.7 11985.3 +3.23 +0.81
50000 356364.4 12094.6 347596.4 11891.5 +2.46 +1.68
250000 356416.7 12102.1 347591.8 11796.9 +2.48 +2.52

Tab. 8. Clustering results on D44000×16 dataset.

each iteration its accuracy deteriorates as the number of batches increases. Moreover,
the increase of the number of batches may increase the computational time.

Results of numerical experiments demonstrated that the use of batch data allows
one to significantly improve efficiency of the k-means algorithm for clustering very large
datasets. The iterative nature of the proposed algorithm leads to the design of the
efficient procedure for finding starting cluster centers for the next iteration. Numerical
results also demonstrated that the accuracy of the proposed algorithm depends on the
batch size. Larger size of batch data leads to more accurate clustering results. It
is not unexpected as the larger batches are the better representatives of the whole
dataset. However, the batch size should be restricted above by some number. Beyond
this number the k-means algorithm may become inefficient and highly inaccurate. This
number depends on the size of a dataset. In this case the use of more accurate clustering
algorithms may improve overall accuracy, however they may also require prohibitively
large computational time.

Results presented in this paper open new opportunities for future research for clus-
tering of big datasets. One of the most important aspects of future research may be the
determination of the optimal size of the batch. In other words, taking into account the
capabilities of a computer, it is required to select the size of the batch so that to find
the high-quality solution to clustering problem in a big dataset in a reasonable time.
Another important aspect of the research may be to explore the possibility of combining
the proposed iterative batch clustering with other clustering algorithms. The use of
more accurate clustering algorithms with the optimal batch size may lead to more accu-
rate clustering results in big datasets. Finally, the fourth direction is the development
of parallel batch clustering algorithms. These all will be subjects for future research.
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