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LMI-BASED NONLINEAR OBSERVER DESIGN
FOR A CLASS OF NONLINEAR SYSTEMS MODELED
WITH DIFFERENTIAL ALGEBRAIC EQUATIONS

Miguel Bernal, Antonio Sala, and Antonio González

This work presents a novel methodology to design nonlinear observers for a class of systems
modeled as differential algebraic equations. The proposal is based on writing both the sys-
tem and the observer as nonlinear descriptor redundancy representations subject to algebraic
restrictions; then the nonlinear observation error system is written in an explicit incremental
form via suitable factorization techniques. A redundant Lyapunov function is then employed
to guarantee asymptotic stability of the estimation error; linearity of the Lyapunov function
and its time derivative with respect to the observer gains and Lyapunov function terms, allows
gridding or convex treatment of expressions via linear matrix inequalities. Physical examples
are presented to illustrate the proposal effectiveness against former methodologies.
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1. INTRODUCTION

Differential algebraic equations (DAEs) are, broadly speaking, sets of differential and
non-differential equations that are assumed to operate simultaneously [24]. They arise in
a variety of engineering fields, e. g., network problems [25], constrained mass-point sys-
tems [23], constrained rigid-body systems [17], singular perturbations [8], discretization
of partial differential equations modeling transport reaction systems [6], and transient
analysis [21].

In general, DAEs may have indistinguishable differential and non-differential parts
as they might be implicitly defined. However, it is understood that for a DAE to be
well-posed, it must be transformable into a set of ordinary differential equations (ODEs)
restricted to a manifold.

An effective and systematic way to perform this transformation is the Pantelides al-
gorithm [20], whose number of steps is known as differential index. Index reduction
has important numerical implications as it suggests that, ideally, a DAE can be simu-
lated as an ODE under consistent initialization by any robust algorithm preventing the
equations from drifting off the manifold, i. e., preventing them from failing to meet the

DOI: 10.14736/kyb-2025-3-0429

http://doi.org/10.14736/kyb-2025-3-0429


430 M. BERNAL, A. SALA, AND A. GONZÁLEZ

algebraic constraints. The MATLAB DAE Toolbox, used in this work, provides routines
to implement these steps [18].

A suitable choice for writing a DAE model due to its resemblance with state-space
descriptions is that of descriptor models Ẽ(χ)χ̇ = F̃ (χ) [9]. Quasi-linear DAEs are
descriptors where Ẽ(χ) has constant rank (not necessarily full) [24], which means that
the states are restricted to manifolds of invariant dimension. Most DAE models in
engineering applications belong to this class, e. g., parallel robots and certain types of
electrical circuits; hence, this note focuses on this class.

Descriptor models with full-rank Ẽ(χ) have been extensively studied by means of
the direct Lyapunov method [15] and the sector nonlinearity approach [19], also called
linear-parameter-varying (LPV) embedding, quasi-LPV modeling, or convex treatment
of expressions [5]; sufficient conditions in the form of linear matrix inequalities (LMIs)
[7] have been found for stability analysis [32], controller synthesis [34] and observer
design [13]. Despite the fact that in this case Ẽ(χ) can be inverted as to directly obtain
an ODE representation, it has been proved that avoiding such inversion significantly
increases the feasibility of a variety of problems. Studies of the same sort for rank-
deficient Ẽ(χ), on the other hand, are scarce, as a variety of singular phenomena may
arise, e. g., inconsistency and impasse points [3]; quasi-linear DAEs considered in this
work are rank-deficient but do not exhibit these phenomena.

For observer design, a common strategy is to rewrite the nonlinear system in a convex
form, then propose an observer with the same structure, then deal with the resulting
difficulties of handling an observation error system required to fit the convex form while
splitting measurable from unmeasurable premises [16]. A more convenient strategy was
adopted in [1] by first writing the nonlinear error model with the methodology in [22] to
factorize error signals, then performing its convex rewriting to obtain LMI conditions;
this enabled handling descriptors with constant but not full rank Ẽ(χ) resulting from
modeling closed kinematic chains [2].

Contribution: Sufficient LMI conditions for nonlinear observer design of quasi-linear
DAEs are provided; in contrast with [13], they can handle descriptors with algebraic
restrictions; in comparison to [1], they are not limited to constrained rigid-body systems.
Suitable factorization of the error signals allows taking advantage of available signals for
gain scheduling while treating the rest of components in a robust way; this is a finer-
grained description of nonlinearities than, say, assuming Lipschitz constants as in [4].

Methodology: Sufficient conditions for observer design are obtained from an explicit
factorization in differences of the form f(x̂) − f(x) and the direct Lyapunov method.
LMI tests based on convex rewriting of error systems are then deduced.

Organization: Section 2 is concerned with formulating the problem statement, which
implies mathematical descriptions of the class of DAE systems under consideration and
the corresponding observer proposal. Section 3 develops the main contribution of this
paper, namely, a novel factorization technique to obtain a suitable observer DAE error
system and sufficient LMI conditions to obtain nonlinear observer gains from a gridding
approach or convex modeling of nonlinearities. Section 4 applies the proposed method-
ology to examples that former methodologies are unable to tackle. Finally, Section 5
discusses conclusions and future work.
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2. PROBLEM STATEMENT

Consider a system of DAEs in the following descriptor form

E(χd, χa)χ̇d(t) = f(χd, χa, u),

g(χd, χa, u) = 0, (1)

y(t) = h(χd, χa, u),

where the first equation represents the system dynamics with χd ∈ Rn as the vector
of differential state variables, u ∈ Rm the input vector, and χa ∈ Rq the vector of
algebraic variables; y ∈ Rp is the output vector; f : Rn×q×m 7→ Rn, g : Rn×q×m 7→ Rq,
h : Rn×q×m 7→ Rp, and E : Rn×q 7→ Rn×n are C 1 functions of their arguments.

Assumption 1. Let Ωu ⊂ Rm and Ωχ ⊂ Rn+q be user-defined compact regions of
interest such that u(t) ∈ Ωu and the corresponding trajectories (χd(t), χa(t)) ∈ Ωχ,
∀t ≥ 0. Also, E(·) and ∂g/∂χa(·) are full-rank for every (χd, χa, u) ∈ Ωχ × Ωu.

Under the previous assumption, if an ODE representation were wished, then χa can
be solved from χd via the algebraic constraints; then, χd would be the true state in
the ODE representation, and C 1 continuity guarantees existence and uniqueness of the
solutions, subject to consistent initialization [24]. The number of recursive steps needed
to explicitly formulate a DAE as an ODE is called its differential index. DAE systems
may be expressed in a form different to (1), with higher differential index, but index
reduction can be carried out by, say, Pantelides algorithm [20]. Thus, we will directly
work with the representation (1), which comprises a class of systems usually referred to
as quasi-linear DAEs.

As customary in descriptor analysis, (1) can be put in the descriptor redundancy form
[5, Section 6.2.2]; indeed, by defining x1 ≡ χd, x2 ≡ χ̇d, and x3 ≡ χa, x ≡ [xT

1 xT
2 xT

3 ]
T ,

we can write I 0 0
0 0 0
0 0 0

ẋ1

ẋ2

ẋ3

 =

 x2

f(x1, x3, u)− E(x1, x3)x2

g(x1, x3, u)

 , (2)

y = h(x1, x3, u).

From now on, it will be assumed that (x1, x2, x3) ∈ Ωx ⊂ R2n+q, which is derived from
(1), Ωu, and Ωχ.

Based on this form and defining x̂1, x̂2, and x̂3, as vectors of the same dimension as
x1, x2, and x3, respectively, x̂ ≡ [x̂T

1 x̂T
2 x̂T

3 ]
T , ŷ ≡ h(x̂1, x̂2, x̂3, u), the following DAE

observer is proposed:I 0 0
0 0 0
0 0 0

 ˙̂x1

˙̂x2

˙̂x3

 =

 x̂2

f(x̂1, x̂3, u)− E(x̂1, x̂3)x̂2

g(x̂1, x̂2, x̂3, u)

+

L1(x̂, y, u)
L2(x̂, y, u)
L3(x̂, y, u)

 (ŷ − y), (3)

where L1(x̂, y, u) ∈ Rn×p, L2(x̂, y, u) ∈ Rn×p, and L3(x̂, y, u) ∈ Rq×p are nonlinear
observer gains to be designed.
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Let us define e ≡ x̂− x as the observation error with ei ≡ x̂i − xi, i ∈ {1, 2, 3}. Our
goal is to find, via sufficient LMI conditions, possibly nonlinear gains L1(·), L2(·), and
L3(·), exclusively depending on measurable signals, such that limt→∞ e = 0 for some
level set, provided x(t) and x̂(t) remain within some compact regions of interest. The
referred LMI conditions are found in the next section by means of quadratic Lyapunov
analysis and sector nonlinearity approach.

3. MAIN RESULTS

From this point on, arguments are omitted when convenient. The nonlinear observation
error system resulting from subtracting (3) to (2) is:I 0 0

0 0 0
0 0 0

ė1ė2
ė3

 =

 e2
fe(x1, x3, x̂1, x̂3, u)− ee(x, x̂)

ge(x, x̂, u)

+

L1(·)
L2(·)
L3(·)

he(x, x̂, u), (4)

where differences fe(x1, x3, x̂1, x̂3, u)≡f(x̂1, x̂3, u)−f(x1, x3, u), ee(x, x̂)≡E(x̂1, x̂3)x̂2−
E(x1, x3)x2, ge(x, x̂, u)≡ g(x̂, u)−g(x, u), and he(x, x̂, u)≡h(x̂, u)−h(x, u), require the
error vector e to be factorized at their right-hand side to ease Lyapunov stability analysis
for later polytopic bounds and LMIs to apply. This is done via the next result:

Lemma 3.1. Consider the vector field ϕ(·) : Rs 7→ Rs, ϕ ∈ C 1; there exists an explicit
mapping ϕ̄(x̂, e) : Rs × Rs 7→ Rs×s such that ϕ(x̂)− ϕ(x) = ϕ̄(x̂, e)e, where e = x̂− x.

P r o o f . Since ϕ(x̂)−ϕ(x) = ϕ(x̂)−ϕ(x̂−e) ≡ ϕe(x̂, e), it follows that lime→0 ϕe(x̂, e) =
0. Therefore, if the error vector is split as e = [e1 ēT2 ]

T , with e1 ∈ R and ē2 ∈ Rs−1,
abusing notation ϕe(x̂, e) = ϕe(x̂, e1, ē2) we have:

ϕe(x̂, e) =ϕe(x̂, e1, ē2)− ϕe(x̂, 0, ē2) + ϕe(x̂, 0, ē2)− ϕe(x̂, 0)

=ϕ̄1(x̂, e)e1 + ϕē2(x̂, ē2),

where ϕē2 : Rs×Rs−1 7→ Rs is defined as ϕē2(x̂, ē2) ≡ ϕe(x̂, 0, ē2)−ϕe(x̂, 0) = ϕe(x̂, 0, ē2)
and

ϕ̄1(x̂, e) ≡


ϕe(x̂, e1, ē2)− ϕe(x̂, 0, ē2)

e1
, e1 ̸= 0

lime1→0
ϕe(x̂, e1, ē2)− ϕe(x̂, 0, ē2)

e1
, e1 = 0.

All limits involved above do exist because of the C 1 assumption. The expression
ϕē2(x̂, ē2) can now be treated as just done for ϕe(x̂, e) by splitting ē2 = [e2 ēT3 ]

T , with
e2 ∈ R and ē3 ∈ Rs−2. If this process is recursively repeated until the last error is
processed and ϕ̄s(x̂, e) is thus defined, then

ϕ(x̂)− ϕ(x) =

s∑
i=1

ϕ̄i(x̂, e)ei = ϕ̄(x̂, e)e,

where ϕ̄(x̂, e) = [ϕ̄1(x̂, e) ϕ̄2(x̂, e) · · · ϕ̄s(x̂, e)]
T , which concludes the proof. □
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Remark 3.2. The factorization of the error signal in Lemma 3.1 is not unique: there
is indeed an infinite number of choices for ϕ̄(x̂, e), as any reordering or, in general, any
invertible transformation ẽ = T (e) would allow carrying out the exact same operations
with ẽ. The interested reader is referred to [27, 31] for more details. Note also that
if ϕ(·) fulfills a Lipschitz condition then ϕ(x̂) − ϕ(x) can be expressed as ϕ̄(x̂, e)e with
∥ϕ̄(x̂, e)∥ ≤ L for some L > 0; which means Lipschitz bounding as in [4] is included in
our framework.

Based on the factorization above, we can find explicit expressions F (x̂1, x̂3, e1, e3, u)∈
Rn×(n+q), G(x̂,e,u)∈Rq×(2n+q), H(x̂,e,u)∈Rp×(2n+q) for (4) such that fe(x1,x3,x̂1,x̂3,u)=
F (x̂1, x̂3, e1, e3, u)[e

T
1 eT3 ]

T , ge(x, x̂, u) = G(x̂, e, u)e, and he(x, x̂, u) = H(x̂, e, u)e; simi-
larly,

E(x̂1, x̂3)x̂2 − E(x1, x3)x2

= E(x̂1, x̂3)x̂2 − E(x̂1, x̂3)x2 + E(x̂1, x̂3)x2 − E(x1, x3)x2

= E(x̂1, x̂3)e2 + E(x̂1, x̂3, e)[e
T
1 eT3 ]

T ,

for some E(x̂1, x̂3, e) ∈ Rn×n+q. Note that some of the arguments of F (·), G(·), andH(·),
are measurable or computable (estimated states, inputs) but others are not (errors are
unknown); thus, further factorizations will be carried out later on, as a product of the
former terms, which will be referred to as “measurable” from now on, times the latter
non-available ones.

Considering partitions of adequate dimensions for matrices F (·), G(·), H(·), and E(·),
the nonlinear observation error dynamics (4) can thus be rewritten as:I 0 0

0 0 0
0 0 0

ė1ė2
ė3

=

 0 I 0
A1(·) −E(·) A3(·)
G1(·) G2(·) G3(·)

+

L1(·)
L2(·)
L3(·)

[H1(·) H2(·) H3(·)
]e1e2

e3

,
(5)

where [A1(·) A3(·)] ≡ F (·)− E(·), [G1(·) G2(·) G3(·)] ≡ G(·), and [H1(·) H2(·) H3(·)] ≡
H(·).

Remark 3.3. The right-hand side of the above expression can be viewed as a quasi-
LPV model which has matrices multiplying the error e that depend on estimated state
x̂, error e and input u; we will study it in some modeling regions Ωx̂ and Ωe to obtain
polytopic bounds to prove robust stability w.r.t. unmeasurable signals such as e and
gain-scheduled stability w.r.t. measurable ones such as x̂, y, and u.

Consider the Lyapunov function candidate V (e1) = eT1 P1e1, which can be rewritten
as:

V (e) = eT ĒTP (x̂, y, u)e, (6)

where Ē ≡ block-diag(In, 0n, 0q),

P (x̂, y, u) ≡

 P1 0 0
P21(x̂, y, u) P22(x̂, y, u) P23(x̂, y, u)
P31(x̂, y, u) P32(x̂, y, u) P33(x̂, y, u)

 ,
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with P1 ∈ Rn×n, P1 = PT
1 > 0, P21(x̂, y, u) ∈ Rn×n, P22(x̂, y, u) ∈ Rn×n, P23(x̂, y, u) ∈

Rn×q, P31(x̂, y, u) ∈ Rq×n, P32(x̂, y, u) ∈ Rq×n, and P33(x̂, y, u) ∈ Rq×q. Clearly, Ē =
ĒT , ĒTP (·) = PT (·)Ē ≥ 0.

Taking the time derivative of (6) and substituting (5), yields:

V̇ (x̂, e, u) =eT ĒTP (·)ė+ ėT ĒTP (·)e = eTPT (·)Ēė+ ėT ĒTP (·)e

=

e1e2
e3

T P1 PT
21(·) PT

31(·)
0 PT

22(·) PT
32(·)

0 PT
23(·) PT

33(·)

 0 I 0
A1(·) −E(·) A3(·)
G1(·) G2(·) G3(·)


+

L1(·)
L2(·)
L3(·)

 [
H1(·) H2(·) H3(·)

]e1e2
e3

+ (∗) (7)

Consider observer gains Li(x̂, y, u), i ∈ {1, 2, 3}, to be defined mimicking [13], i. e.:L1(·)
L2(·)
L3(·)

 =

 P1 0 0
P21(·) P22(·) P23(·)
P31(·) P32(·) P33(·)

−T N1(x̂, y, u)
N2(x̂, y, u)
N3(x̂, y, u)

 , (8)

with N1(·) ∈ Rn×p, N2(·) ∈ Rn×p, and N3(·) ∈ Rq×p, to be determined later.
This choice makes V̇ (x̂, e) in (7) negative ifΓ11(·) (∗) (∗)

Γ21(·) Γ22(·) (∗)
Γ31(·) Γ32(·) Γ33(·)

 < 0, (9)

where the expressions that follow can be obtained substituting the observer gains (8) in
(7) and performing operations:

Γ11(·) ≡PT
21(·)A1(·) + PT

31(·)G1(·) +N1(·)H1(·) + (∗),
Γ21(·) ≡PT

22(·)A1(·)+PT
32(·)G1(·)+N2(·)H1(·)+P1−ET(·)P21(·)+GT

2(·)P31(·)+HT
2 (·)NT

1 (·),
Γ22(·) ≡− PT

22(·)E(·) + PT
32(·)G2(·) +N2(·)H2(·) + (∗),

Γ31(·) ≡PT
23(·)A1(·)+PT

33(·)G1(·)+N3(·)H1(·)+AT
3(·)P21(·)+GT

3(·)P31(·)+HT
3 (·)NT

1 (·),
Γ32(·) ≡−PT

23(·)E(·)+PT
33(·)G2(·)+N3(·)H2(·)+AT

3(·)P22(·)+GT
3(·)P32(·)+HT

3 (·)NT
2 (·),

Γ33(·) ≡PT
23(·)A3(·) + PT

33(·)G3(·) +N3(·)H3(·) + (∗).

Theorem 3.4. Let Ωe be a compact region of interest for the error signal e such that
0 ∈ Ωe. The origin of the nonlinear error system (5) resulting from the implementation
of observer (3) on system (2) is asymptotically stable if there exists matrices P1 ∈
Rn×n, P1 = PT

1 > 0, P 21(x̂, y, u) ∈ Rn×n, P 22(x̂, y, u) ∈ Rn×n, P 23(x̂, y, u) ∈ Rn×q,
P 31(x̂, y, u) ∈ Rq×n, P 32(x̂, y, u) ∈ Rq×n, P 33(x̂, y, u) ∈ Rq×q, N1(x̂, y, u) ∈ Rn×p,
N2(x̂, y, u) ∈ Rn×p, and N3(x̂, y, u) ∈ Rq×p, such that (9) holds ∀x̂ ∈ Ωx̂, e ∈ Ωe,
u ∈ Ωu, where modeling regions Ωe and Ωx̂ are chosen such that Ωx +Ωe ⊂ Ωx̂. In that
case, the observer gains are calculated as in (8).
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P r o o f . The algebraic manipulations prior to the theorem statement allow us to deduce
that LMI P1 = PT

1 > 0 guarantees (6) is a Lyapunov function candidate for the nonlinear
DAE error system (5). In addition, since (9) holds in a vicinity of e = 0, it means V̇ < 0
therein. Therefore, V is a Lyapunov function establishing asymptotic stability of e1 = 0.

□

Remark 3.5. Asymptotic stability of e1 = 0 guarantees the existence of a small enough
Lyapunov level set Ec ≡ {e ∈ Ωe : eT1 P1e1 ≤ c}, c > 0, such that e(0) ∈ Ec ⇒
limt→∞ e1(t) = 0.

Remark 3.6. Note that (9) is an LMI in decision variables P1, Pij(·), i ∈ {2, 3}, j ∈
{1, 2, 3}, Nk(·), k ∈ {1, 2, 3}, for fixed matrices A1(·), A3(·), E(·), Gk(·), Hk(·), k ∈
{1, 2, 3}. However, it cannot be posed as a finite set of LMIs unless a gridding approach
∀x̂ ∈ Ωx̂, e ∈ Ωe, and u ∈ Ωu, is adopted (which of course may lead to wrong results if
the grid is not dense enough [28]) or some polytopic bounds can be crafted, which will
be discussed next.

In order to find a finite set of LMIs guaranteeing (9), define Ω ≡ {(x̂, e, u) ∈ Ωx̂×Ωe×
Ωu : Ωx+Ωe ⊂ Ωx̂}. Then, if A1(·), A3(·), E(·), Gk(·), Hk(·), k ∈ {1, 2, 3}, are expressed
as multilinear polynomial functions of measurable signals zi(x̂, y), i ∈ {1, 2, . . . , r}, and
possibly non-measurable terms ζj(·), j ∈ {1, 2, . . . , ρ} (which may depend on any signal
in (9)), we can define the following set of functions that are positive and add up to one
in Ω:

wi
0(·) ≡

z1i − zi(·)
z1i − z0i

, wi
1(·) ≡ 1− wi

0(·), i ∈ {1, 2, . . . , r},

ωj
0(·) ≡

ζ1j − ζj(·)
ζ1j − ζ0j

, ωj
1(·) ≡ 1− ωj

0(·), j ∈ {1, 2, . . . , ρ},

where the bounds

z1i = sup
(x̂,e,u)∈Ω

zi(·), z0i = inf
(x̂,e,u)∈Ω

zi(·), i ∈ {1, 2, . . . , r},

ζ1j = sup
(x̂,e,u)∈Ω

ζj(·), ζ0j = inf
(x̂,e,u)∈Ω

ζj(·), j ∈ {1, 2, . . . , ρ},

are guaranteed to exist due to Assumption 1. Hence, it is clear that each zi(·) and ζj(·)
can be written as a convex sum of its minima and maxima within Ω, i. e.

zi(·) = wi
0(·)z0i + wi

1(·)z1i , ζj(·) = ωj
0(·)ζ0j + ωj

1(·)ζ1j .

Straightforward generalizations to fully (not necessarily multilinear) polynomial expres-
sions of zi(·) and ζj(·) can be made based on repeated interpolating functions [5]1.

Let B ≡ {0, 1}. Since A1(·), A3(·), E(·), Gk(·), Hk(·), k ∈ {1, 2, 3}, are multilinear
polynomial functions of zi(·) and ζj(·), we can write

Ai(·)=
∑
i∈Br

∑
j∈Bρ

wi(·)ωj(·)Ai
ij, E(x̂)=

∑
i∈Br

wi(·)Ei,

1For instance, if z(·) =
∑1

i=0 wi(·)zi for z(·) ∈ [z0, z1] with w0(·) + w1(·) = 1, wi(·) ≥ 0 therein,

then z2(·) =
∑1

i=0

∑1
j=0 wi(·)wj(·)zizj .
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Hk(·)=
∑
i∈Br

∑
j∈Bρ

wi(·)ωj(·)Hk
ij, Gk(·)=

∑
i∈Br

∑
j∈Bρ

wi(·)ωj(·)Gk
ij,

for i ∈ {1, 3}, k ∈ {1, 2, 3}, where functions wi(·) and ωj(·) are defined as wi(·) =
w1

i1
(·)w2

i2
(·) · · ·wr

ir
(·) and ωj(·) = ω1

j1
(·)ω1

j2
(·) · · ·ωρ

jρ
(·), and matrices Ai

ij, i ∈ {1, 3}, Ei, G
k
ij,

and Hk
ij, k ∈ {1, 2, 3}, i ∈ Br, j ∈ Bρ, are (abusing notation)

Ai
ij=Ai(z

i1
1 ,. . .,z

ir
r , ζ

j1
1 ,. . .,ζ

jρ
ρ ), Ei=E(zi11 , . . . , zirr )

Gk
ij=Gk(z

i1
1,. . .,z

ir
r, ζ

j1
1 ,. . .,ζ

jρ
ρ ), H

k
ij=Hk(z

i1
1,. . .,z

ir
r, ζ

j1
1 ,. . .,ζ

jρ
ρ ).

Now that the known expressions on the left-hand side of (9) have been split into
measurable and unmeasurable signals, we can use the former to propose specific convex
structures for Pij(·), i ∈ {2, 3}, j ∈ {1, 2, 3}, Nk(·), k ∈ {1, 2, 3}, i. e.:

Pij(x̂, y, u)=
∑
k∈Br

wk(·)P ij
k , Nk(x̂, y, u)=

∑
k∈Br

wk(·)Nk
k, (10)

where matrices P ij
k , Nk

k , k ∈ Br, will be found via LMIs to satisfy (9); once found, the
observer gains Lk(·), k ∈ {1, 2, 3}, in (3) will be found by means of (8).

Convex rewriting of A1(·), A3(·), E(·), Gk(·), Hk(·), Pij(·), Nk(·), i ∈ {2, 3}, j ∈
{1, 2, 3}, k ∈ {1, 2, 3}, allows writing (9) as

∑
i∈Br

∑
j∈Bρ

∑
k∈Br

wi(·)ωj(·)wk(·)

Υ11
ijk (∗) (∗)

Υ21
ijk Υ22

ijk (∗)
Υ31

ijk Υ32
ijk Υ33

ijk

 < 0, (11)

where

Υ11
ijk≡(P 21

k )TA1
ij+(P 31

k )TG1
ij+N1

kH
1
ij+(∗),

Υ21
ijk≡(P 22

k )TA1
ij+(P 32

k )TG1
ij+N2

kH
1
ij+P1−ET

i P
21
k +(G2

ij)
TP 31

k +(H2
ij)

T (N1
k)

T ,

Υ22
ijk≡−(P 22

k )TEi+(P 32
k )TG2

ij+N2
kH

2
ij+(∗),

Υ31
ijk≡(P 23

k )TA1
ij+(P 33

k )TG1
ij+N3

kH
1
ij+(A3

ij)
TP 21

k +(G3
ij)

TP 31
k +(H3

ij)
T (N1

k)
T ,

Υ32
ijk≡−(P 23

k )TEi+(P 33
k )TG2

ij+N3
kH

2
ij+(A3

ij)
TP 22

k +(G3
ij)

TP 32
k +(H3

ij)
T(N2

k)
T ,

Υ33
ijk≡(P 23

k )TA3
ij+(P 33

k )TG3
ij+N3

kH
3
ij+(∗).

A variety of LMI conditions are available in the literature to guarantee (11), see
[29, 30], which in turn guarantees V̇ < 0, thus establishing the validity of V (e) in (6)
as a Lyapunov function for the nonlinear observer error system (5), i. e., establishing
asymptotic stability of e = 0 in (5), which means observation takes place. One of the
possible choices for sufficient LMI conditions guaranteeing (11) is

∑
(i,j,k)∈P(i′,j′,k′)

Υ11
ijk (∗) (∗)

Υ21
ijk Υ22

ijk (∗)
Υ31

ijk Υ32
ijk Υ33

ijk

 < 0, (12)
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for all i′ ∈ Br, k′ ∈ Br, j′ ∈ Bρ, with P(i′, j′,k′) being the set of indices (i, j,k) whose as-
sociated products wi(x)ωj(x, u)wk(x) are algebraically identical to wi′(x)ωj′(x,u)wk′(x).
Details on multiple-sum relaxation are omitted for brevity, see the above-cited works for
details on less conservative (assymptotically exact) versions of (12) involving additional
LMIs and decision variables.

Theorem 3.7. The origin of the nonlinear error system (5) resulting from the imple-
mentation of observer (3) on system (2) is asymptotically stable if there exists matrices
P1 ∈ Rn×n, P1 = PT

1 > 0, P 21
k ∈ Rn×n, P 22

k ∈ Rn×n, P 23
k ∈ Rn×q, P 31

k ∈ Rq×n,
P 32
k ∈ Rq×n, P 33

k ∈ Rq×q, N1
k ∈ Rn×p, N2

k ∈ Rn×p, and N3
k ∈ Rq×p, k ∈ Bp, such

that LMIs (12) hold for Υij
ijk, i, j ∈ {1, 2, 3}, i ≥ j, as defined above. In that case, the

observer gains are calculated as in (8) and there exists a small enough Lyapunov level
set Ec ≡ {e ∈ Ωe : eT1 P1e1 ≤ c}, c > 0, which is a subset of the domain of attraction of
the origin.

P r o o f . It follows the same lines as proof of Theorem 3.4 since LMIs (12) guarantee
(11) which is equivalent to (9) for (x̂, e, u) ∈ Ω. □

Remark 3.8. Numerical complexity of LMI conditions can be estimated as log10
(
n3
dnl

)
,

where nd is the number of decision variables and nl is the number of LMI rows [10];
therefore, numerical complexity of Theorem 3.7 can be calculated from the fact that
there are nd = n(n + 1)/2 + 2r(2n2 + 3nq + q2 + 2np + qp) decision variables and
nl = n+ 22r+p(2n+ q) LMI rows.

Remark 3.9. The choice of the modeling region in which the domain of attraction will
be included may not be an easy task as, on the one hand, a large modeling region opens
up the sector-nonlinearity bounds thus hindering the ability to find a feasible solution
[33]; on the other hand, a small modeling region will approach the linearized model,
easing LMI feasibility, but, in such a case, initial error conditions in which observer
convergence can be proved might be difficult to be verified in practice [12]. This is an
issue common to all sector-nonlinearity LPV observation and control which is, actually,
dependent on the application, so we did not delve further into it. Other sources of
conservatism are the non-uniqueness of decoupling (5) [26] and the choice of Lyapunov
function (6) [11], among others.

4. EXAMPLES

Two examples are presented: the first one is a nonlinear RLC circuit from literature; the
second one is a 2-bar kinematic chain. Simulations were carried out using routines of the
Symbolic Math Toolbox of MATLAB 2024b for solving DAEs; these routines guarantee
consistent initialization and avoidance of drifting of variables off the manifold induced
by algebraic restrictions [14].

Example 4.1. Consider the task of observing the states of the following DAE model
of a nonlinear RLC circuit, taken from [35]:

q̇ =(1/L)ϕ,
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ϕ̇ =− (R/L)ϕ− vc + u,

0 =vc − q − 0.5 sin(q2),

y =vc,

where q denotes the capacitor charge, ϕ is the flux through the inductor, vc is the
capacitor voltage, u is the voltage input, and y denotes the output. This system can be
put in the descriptor redundancy form (2) by defining the differential state as x1 = [q ϕ]T ,
the redundant state as x2 = [q̇ ϕ̇]T , and the non-differential state as x3 = vc; x̂i, ei,
i ∈ {1, 2, 3} can be right away defined. This means that

A1(·)=
[
0 1/L
0 −R/L

]
, A3(·)=

[
0
−1

]
, H1(·)=H2(·)=01×2, H3(·) = 1, E(·) = I2,

in the error system (5), whereas G1(·), G2(·), and G3(·) should be obtained via Lemma
3.1 in such a way that the following holds with eq = q̂ − q and evc = v̂c − vc:

[G1(·) G2(·) G3(·)][eT1 eT2 e3]
T = −eq − 0.5(sin(q̂2)− sin(q2)) + evc ,

where the latter arises from the subtraction of the algebraic restrictions in the observer
and system.

Clearly, G2(·) = 01×2 and G3(·) = 1; last, G1(·) = [−1−0.5ḡ(q̂, eq) 0], where ḡ(q̂, eq)
results from the explicit factorization detailed below:

sin(q̂2)−sin(q2) = sin(q̂2)−sin((q̂−eq)
2) = sin(q̂2)−sin(q̂2−2q̂eq+e2q)

= sin(q̂2)−sin(q̂2) cos(e2q−2q̂eq)−cos(q̂2) sin(e2q−2q̂eq)

= (z1(q̂)ζ1(q̂, eq)− z2(q̂)ζ2(q̂, eq))eq,

where z1(q̂) = sin(q̂2), z2(q̂) = cos(q̂2), and

ζ1(q̂, eq) =

{
(1− cos(e2q−2q̂eq))/eq, eq ̸= 0,

0, eq = 0,

ζ2(q̂, eq) =

{
sin(e2q−2q̂eq)/eq, eq ̸= 0,

1, eq = 0,

thus allowing to define ḡ(q̂, eq) ≡ z1(q̂)ζ1(q̂, eq) − z2(q̂)ζ2(q̂, eq). Values at eq = 0 have
been defined by suitable limits.

The factorization above consists in two measurable terms z1(q̂) and z2(q̂), depending
on the available state estimate q̂, and two unmeasurable terms ζ1(q̂, eq) and ζ2(q̂, eq),
further depending on the estimation error eq. In order to employ Theorem 3.7, matrices
G1

ij, i ∈ B2, j ∈ B2, should be found according to some bounds (matrices Ai
ij = Ai(·),

Ei = I2, H
k
ij = Hk(·), G2

ij = G2(·), G3
ij = G3(·), being constant). Suppose that we

are interested in considering u(t) = 0.5 + 2 sin(3t)− 2 cos(7t); this means that the state
belongs to Ωx = {x : 0.3 ≤ q ≤ 0.5}; if error bounds Ωe = {e : −0.4 ≤ eq ≤ 0.4} are
considered, this yields Ωx̂ = {x̂ : −0.1 ≤ q̂ ≤ 0.9} in order for condition Ωx + Ωe ⊂ Ωx̂

to hold. Within these regions we have that zi ∈ [z0i , z
1
i ], ζj ∈ [ζ0j , ζ

1
j ], i, j ∈ {1, 2},
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where (z01 = 0, z11 = 0.7243), (z02 = 0.6895, z12 = 1), (ζ01 = −0.9071, ζ11 = 0.3819(,
(ζ02 = −1.9611, ζ12 = 0.5943). Therefore, G1

ij are given by

G1
ij =

[
−1− 0.5zi11 ζj11 − zi22 ζj12 0

]
.

Theorem 3.7 is now invoked with two modifications: the simplicity of the model makes
unnecessary to include the redundancy part associated with x2, and an exponential decay
rate bound of α = 0.3 has been added. A feasible solution has been found with 4 vertex
matrices for P (x̂, y, u) in (6) and 4 vertex matrices for each Ni(x̂, y, u), i ∈ {1, 2, 3}, in
(8). For illustration purposes, P1, Ni, i ∈ B2, are shown below; the remaining decision
variables are omitted for brevity:

P1 =

[
1.1869 0.4101
0.4101 1.9000

]
,

N00 =
[
−0.2932 0.1353 0

]T
,

N01=
[
−0.2909 0.1440 0

]T
,

N10=
[
−0.2975 0.1271 0

]T
, N11=

[
−0.3204 0.0701 0

]T
.

Recall that the final nonlinear observer gains Li(x̂, y, u), i ∈ {1, 2, 3}, are calculated
with (8) once nonlinear expressions for P (x̂, y, u) and Ni(x̂, y, u), i ∈ {1, 2, 3}, are ob-
tained via (10). Therefore, in this case, the final expression of the observer gains will be
a nonlinear expression of measurable factors z1(q̂) = sin(q̂2) and z2(q̂) = cos(q̂2).

Figure 1 shows signals q(t), ϕ(t), and vc(t) (bold lines) along with their estimates
(dashed lines) for t ∈ [0, 10], from initial conditions q(0) = 0.3, ϕ(0) = 0, vc(0) = 0.3449,

q̂(0) = 0.1832, ϕ̂(0) = 5, and v̂c(0) = 0.2.
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Fig. 1. Time evolution of the states and their estimates in

Example 4.1.
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Comparisons: The approach in [13] seems to be applicable to this example because it
is aimed to descriptor models with invertible E(x), something achievable by substituting
vc in ϕ̇; however, the system is required to be written in a convex form with measurable
premises, which is hindered by the presence of unmeasurable q in the model. On the
other hand, [4] requires using global Lipschitz constants and solving BMIs, which is out
of the scope of numerically efficient convex optimization techniques in this work.

Example 4.2. Let us consider the 2-bar mechanism shown in Figure 2. The bar labeled
l1 has an actuated rotational joint at coordinates (0, 0); it is linked by another rotational
joint with the bar labelled l2, which in turn is constrained at its right end by the vertical
coordinate yr = 0.5, being able to slide horizontally. The system is subject to torque
τ = 0N·m on the left and linear force ν = 1.5N on the right; it is therefore a 1-degree-of-
freedom system whose differential states, according to (1), may be chosen, for instance,
χ1 = [θ1 ω1]

T , where θ1 denotes the angular position of the first bar and ω1 its angular
velocity. If these states and input u = [τ ν]T are known at any time, the rest of the
system variables is completely determined, namely, χ2 = [θ2 ω2 α1 α2 λ]T , where θi
are angular positions, ωi are angular velocities, αi are angular accelerations, and λ is a
Lagrange multiplier (constraint force).

The position, velocity, and acceleration restrictions are given, respectively, by

0 = l1 sin θ1 + l2 sin θ2 − yr,

0 = l1ω1 cos θ1 + l2ω2 cos θ2, and

0 = −l1 sin θ1ω
2
1 − l2 sin θ2ω

2
2 + l1α1 cos θ1 + l2α2 cos θ2.
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Fig. 2. Two-bar mechanism in Example 4.2.
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The Euler–Lagrange dynamics equations are

0=10(c1m1+l1m2) cosθ1+0.4ω1+c2l1m2sin(θ1−θ2)ω
2
2+(m1c

2
1+m2l

2
1+J1)α1

+c2l1m2cos(θ1−θ2)α2−l1cosθ1λ+τ−l1 sin θ1ν,

0=10c2m2 cosθ2−c2l1m2 sin(θ1−θ2)ω
2
1+0.4ω2−l2 cosθ2λ

+c2l1m2 cos(θ1−θ2)α1+(m2c
2
2+J2)α2−l2 sin θ2ν.

For simulation purposes, the parameters given in Table 1 will be considered.

Parameter Symbol Value
Left-bar length l1 1 m
Right-bar length l2 2.3 m
Left-bar mass m1 1 kg
Right-bar mass m2 2.5 kg
Left-bar moment of inertia J1 1 kg·m2

Right-bar moment of inertia J2 3 kg·m2

Left-bar center of gravity (from the left) c1 0.5 m
Right-bar center of gravity (from the left) c2 1 m
Gravity g 10 ms−2

Tab. 1. Parameters of the 2-bar mechanism.

In order to write the model as (1), the dynamical part will consist simply in θ̇1 = ω1

and ω̇1 = α1. Therefore, n = 2 and q = 5 in (1). Based on ν = 1.5 and τ = 0, and
the initial conditions desired for simulation, the region of interest Ωx is defined with
θ1 ∈ [−1.75,−1.45], ω1 ∈ [−0.3, 0.3]. Also, error bounds are set to eθ1 ∈ [−0.1, 0.1],
and eω1

∈ [−0.3, 0.3], and by means of the algebraic constraints, error bounds for all
variables yield suitable regions Ωe and Ωx̂.

Let y = θ1 be the only measurable signal. Positions θi, velocities ωi, accelerations αi,
i ∈ {1, 2}, and the Lagrange multiplier λ, are the signals to be estimated by the proposed
observer (3), which is to be designed by means of Theorem 3.7. To this end, the error
dynamics (5) must be found by subtracting the system equations to the observer ones.

Observer states are θ̂i, ω̂i, α̂i, i ∈ {1, 2}, and λ̂, from which the error signals eθi = θ̂i−θi,

eωi
= ω̂i − ωi, eαi

= α̂i − αi, i ∈ {1, 2}, and eλ = λ̂− λ can be defined. It is clear that

A1(·)=
[
0 1
0 0

]
, A3(·)=

[
0 0 0 0 0
0 0 1 0 0

]
, E=

[
1 0
0 1

]
,

H1(·)=
[
1 0

]
, H2(·)=

[
0 0

]
, H3(·)=

[
0 0 0 0 0

]
.

On the other hand, due to the complexity of the algebraic restrictions above, entries
of G1(·) ∈ R5×2, G2(·) ∈ R5×2, and G3(·) ∈ R5×5 in (5), can only be found by the
repeated application of Lemma 3.1. The resulting expressions are too long to fit in this
note, but consider, for illustration purposes, entry (1, 1) of G1(·), which is sin θ̂1(1 −
cos eθ1)/eθ1 + cos θ̂1 sin eθ1/eθ1 , where eθ1 = θ̂1 − θ1.
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Convex modeling of G1(·), G2(·), and G3(·), require picking measurable signals for
scheduling and leaving the rest for robust treatment; again, for illustrations purposes,
consider entry (1, 1) of G1(·), which can be written as z1(θ̂1)ζ1(eθ1) + z2(θ̂1)ζ2(eθ1),

with z1(θ̂1) = sin θ̂1 and z2(θ̂1) = cos θ̂1 being measurable signals, and ζ1(eθ1) = (1 −
cos eθ1)/eθ1 and ζ2(eθ1) = sin eθ1/eθ1 being unmeasurable terms. The total number of
measurable/unmeasurable expressions for this example is 3 and 8, respectively.

Theorem 3.7 can now be invoked. In this case, N2(·) and N3(·) have been chosen as
zero matrices of adequate size, making the corresponding L2(·) and L3(·) observer gains
zero too, which is equivalent to say that the observer itself behaves as a 2-bar mechanism
along the observation process without breaking the algebraic constraints.

Since there are 3 measurable expressions, a total of 23 = 8 different matrices P 3i
k ,

P 4ij
k , i, j ∈ {1, 2}, and Nk

k , k ∈ {1, 2, 3}, are obtained; their corresponding nonlinear
expressions are obtained as in (10). Matrix P1 in P (x̂, y, u) along with some parts of
the resulting N1

k, obtained by LMIs in Theorem 3.7, are shown below for illustration
purposes:

P1 =

[
0.0688 −0.0222
−0.0222 0.0151

]
, N1

000 =

[
−0.5051
−0.0005

]
,

N1
001=

[
−0.4936
−0.0001

]
, N1

100=

[
−0.4977
−0.0003

]
, N1

101=

[
−0.5009
−0.0004

]
.

Recall that the actual nonlinear observer gain L1(x̂, y, u) is obtained as in (8), where
P (x̂, y, u) and N1(x̂, y, u) result from the convex sums in (10). Also, L2(·) and L3(·) are
zero matrices of adequate size as a consequence of N2(·) and N3(·) being zero.
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Fig. 3. Time evolution of θ1, ω1 and λ and their estimates in

Example 4.2.
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Figure 3 shows the dynamic states in χ1(t) = [θ1(t) ω1(t)]
T and Lagrange multiplier

λ(t) (bold lines) along with their estimates θ̂1(t), ω̂1(t), and λ̂(t) (dashed lines) for
t ∈ [0, 3]. The plant initial conditions are θ1(0) = −1.5708, ω1(0) = 0, θ2(0) = 0.7104,
ω2(0) = 0, α1(0) = −0.4, α2(0) = 0, λ(0) = 9.9532, and the observer initial conditions

are θ̂1(0) = −1.6708, ω̂1(0) = −0.3, θ̂2(0) = 0.7076, ω̂2(0) = −0.0188, α̂1(0) = 0.1485,

α̂2(0) = −0.08454, λ̂(0) = 9.2704. Figure 4 shows the time evolution of the observation

errors eθi = θ̂i − θi, eωi
= ω̂i − ωi, eαi

= α̂i − αi, i ∈ {1, 2}, and eλ = λ̂− λ, under the
same conditions: expectedly, all these signals go asymptotically to 0.

Comparisons: In this case, both approaches in [13] and [4] are inapplicable: the first
one because the system has a non-invertible E(x) on the left-hand side; the second one
because the restriction is not in the form 0 = Cx1 + Dx2 + f2(u, y), with C and D
constant matrices.
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Fig. 4. Time evolution of the observation errors in Example 4.2.

5. CONCLUSIONS

A novel methodology for designing nonlinear observers for a class of DAE nonlinear
systems has been presented. Stability analysis of the resulting observation error sys-
tem, expressed via exact factorization of the error vector, has been conducted using
a redundant Lyapunov function, allowing design conditions to be formulated as LMIs.
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Computable factors depending on estimated states and measurements have been explic-
itly extracted and gain-scheduled, while robustness to unmeasurable process variables
has been ensured by isolating non-computable factors. Polytopic bounds have been im-
posed to enable a quasi-LPV framework. The advantages of the proposed approach over
existing methods have been demonstrated through examples; sources of conservativeness
have also been discussed. Future work will focus on extending observer structures, en-
suring well-posedness in user-defined regions, and addressing computational challenges
related to convex modeling of nonlinearities.
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[1] J. Álvarez, J. Serv́ın, J. A. Dı́az, and M. Bernal: Differential algebraic observer-based
trajectory tracking for parallel robots via linear matrix inequalities. Int. J. Systems Sci.
53 (2022), 10, 2149–2164. DOI:10.1080/00207721.2022.2043482

[2] J. C. Arceo, J. Alvarez, C. Armenta, J. Lauber, S. Cremoux, E. Simoneau-Buessinger,
and M. Bernal: Novel solutions on model-based and model-free robotic-assisted ankle
rehabilitation. Arch. Control Sci. 31 (2021), 1, 5–27. DOI:10.24425/acs.2021.136878

[3] J. C. Arceo, M. Sánchez, V. Estrada-Manzo, and M. Bernal: Convex stability analysis of
nonlinear singular systems via linear matrix inequalities. IEEE Trans. Automat. Control
64 (2018), 4, 1740–1745. DOI:10.1109/TAC.2018.2854651

[4] T. Berger: On observers for nonlinear differential-algebraic systems. IEEE Trans. Au-
tomat. Control 64 (2019), 5, 2150–2157. DOI:10.1109/TAC.2018.2866438

[5] M. Bernal, A. Sala, Z. Lendek, and T.M. Guerra: Analysis and Synthesis of Nonlinear
Control Systems: A Convex Optimsation Approach. Springer, Cham 2022.

[6] H.G. Bock and V. Schulz: Mathematical aspects of CFD-based optimization. In: Opti-
mization and Computational Fluid Dynamics, Springer 2008, pp. 61–78. DOI:10.1007/978-
3-540-72153-6 3

[7] S. Boyd, L. El Ghaoui, E. Feron, and V. Balakrishnan: Linear matrix inequalities
in system and control theory. Studies in Applied Mathematics 15, Philadelphia 1994.
DOI:10.1137/1.9781611970777

[8] P.T. Cardin,P.R. da Silva, and M.A. Teixeira: Implicit differential equations with impasse
singularities and singular perturbation problems. Israel J. Math. 189 (2012), 307–322.
DOI:10.1007/s11856-011-0169-3

[9] G.R. Duan: Analysis and Design of Descriptor Linear Systems. Springer-Verlag, New
York 2010.

[10] P. Gahinet, A. Nemirovskii, A. J. Laub, and M. Chilali: The LMI control toolbox. In:
Proc. 1994 33rd IEEE Conference on Decision and Control 3 IEEE 1994, pp. 2038–2041.
DOI:10.1109/cdc.1994.411440

https://doi.org/10.1080/00207721.2022.2043482
https://doi.org/10.24425/acs.2021.136878
https://doi.org/10.1109/TAC.2018.2854651
https://doi.org/10.1109/TAC.2018.2866438
https://doi.org/10.1007/978-3-540-72153-6_3
https://doi.org/10.1007/978-3-540-72153-6_3
https://doi.org/10.1137/1.9781611970777
https://doi.org/10.1007/s11856-011-0169-3
https://doi.org/10.1109/cdc.1994.411440


LMI-based nonlinear observer design for a class of nonlinear differential algebraic equations 445

[11] T. Gonzalez, M. Bernal, A. Sala, and B. Aguiar: Cancellation-based nonquadratic con-
troller design for nonlinear systems via Takagi–Sugeno models. IEEE Trans. Cybernet. 47
(2016), 9, 2628–2638. DOI:10.1109/TCYB.2016.2589543

[12] T.M. Guerra, V.C. de Oliveira, D. Berdjag, Ch. Lv, and A.T. Nguyen: Fault tolerant
observer design for a class of nonlinear systems with corrupted outputs. Int. J. Robust
Nonlinear Control 34 (2024), 13, 8825–8843. DOI:10.1002/rnc.7446

[13] T.M. Guerra, V. Estrada-Manzo, and Z. Lendek: Observer design for Takagi-
Sugeno descriptor models: An LMI approach. Automatica 52 (2015), 154–159.
DOI:10.1016/j.automatica.2014.11.008

[14] MathWorks Inc.: Symbolic Math Toolbox. Natick, Massachusetts 2019.

[15] H. Khalil: Nonlinear Control. Prentice Hall, New Jersey 2014. DOI:10.1145/2743015

[16] Z. Lendek, T.M. Guerra, R.Babuska, and B. De-Schutter: Stability analysis and nonlinear
observer design using Takagi–Sugeno fuzzy models. Studies Fuzziness Soft Computing.
Springer-Verlag, 2011.

[17] J.-P. Merlet: Parallel robots. Springer Science Business Media 128, 2006.

[18] N. S. Nedialkov, J.D. Pryce, and G. Tan: Algorithm 948: Daesaa Matlab tool for structural
analysis of differential-algebraic equations: Software. ACM Trans. Math. Software (TOMS)
41 (2015), 2, 1–14.

[19] H. Ohtake, K. Tanaka, and H.O. Wang: Fuzzy modeling via sector nonlinearity concept.
Integrated Computer-Aided Engrg. 10 (2003), 4, 333–341. DOI:10.3233/ICA-2003-10404

[20] C.C. Pantelides: The consistent initialization of differential-algebraic systems. SIAM J.
Scientific Statist. Comput. 9 (1988), 2, 213–231. DOI:10.1016/S0003-2670(00)81358-6

[21] C.C. Pantelides, D. Gritsis, K.R. Morison, and R.W.H. Sargent: The mathematical
modelling of transient systems using differential-algebraic equations. Computers Chemical
Engrg. 12 (1988), 5, 449–454. DOI:10.1016/0098-1354(88)85062-2

[22] D. Quintana, V. Estrada-Manzo, and M. Bernal: An exact handling of the gradient
for overcoming persistent problems in nonlinear observer design via convex optimization
techniques. Fuzzy Sets Systems 416 (2021), 125–140. DOI:10.1016/j.fss.2020.04.012

[23] P. J. Rabier and W.C, Rheinboldt: Nonholonomic motion of rigid mechanical systems
from a DAE viewpoint. SIAM, 2000.

[24] P. J. Rabier and W.C. Rheinboldt: Theoretical and numerical analysis of differential-
algebraic equations. 2002.

[25] R. Riaza: Differential-algebraic Systems: Analytical Aspects and Circuit Applications.
World Scientific, 2008.

[26] R. Robles, A. Sala, M. Bernal, and T. González: Subspace-based Takagi–Sugeno model-
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