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In this paper, we consider a distributed Bayesian Nash equilibrium (BNE) seeking problem in incomplete-information aggregative games, which is a generalization of either Bayesian games or deterministic aggregative games. We handle the aggregation function to adapt to incomplete-information situations. Since the feasible strategies are infinite-dimensional functions and lie in a non-compact set, the continuity of types brings barriers to seeking equilibria. To this end, we discretize the continuous types and then prove that the equilibrium of the derived discretized model is an $\epsilon$-BNE. On this basis, we propose a distributed algorithm for an $\epsilon$-BNE and further prove its convergence.
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1. INTRODUCTION

In recent years, distributed design for multi-agent decision and control has become increasingly important and many distributed algorithms have been proposed for various games \[4, 11, 14, 21, 22\]. Aggregative games, as non-cooperative distributed games, are widely investigated. In aggregative games, each agent’s cost function depends on its action and an aggregate of the decisions taken by all agents which is obtained via network communication. \[11\] proposed both synchronous and asynchronous distributed algorithms for aggregative games, and analyzed their convergence, while \[14\] considered coupled constraints in aggregative games and provided a distributed continuous-time algorithm for a generalized Nash equilibrium. In addition, \[21\] proposed a distributed approximation algorithm using inscribed polyhedrons to estimate local set constraints, while \[10\] proposed a distributed algorithm with multiple rounds of communication, and provided its linear convergence rate.

Considering uncertainties in reality, there are various incomplete-information games, and among them, Bayesian games are one of the most important and have a wide range of applications \[11, 8, 5, 12\]. In Bayesian games, players cannot obtain complete characteristics of the other players, which are called types subjected to a joint distribution.
Each player knows its own type and has access to the joint distribution \cite{8}. In the investigation of various Bayesian games, the existence and computation of the Bayesian Nash equilibrium (BNE) are fundamental problems. Many works have studied the computation of BNE in the discrete-type Bayesian games \cite{1,2}, by fixing the types and converting the games to deterministic ones. In addition to the centralized models, there are also many works on distributed Bayesian games \cite{13}, where players make decisions based on their local information.

However, most of the aforementioned works focus on discrete-type Bayesian games. In fact, continuous-type Bayesian games are also widespread in various fields such as engineering and economics \cite{5,12}. Due to the continuity of types, it is hard to seek and verify BNE. Specifically, in these games, the feasible strategies are infinite-dimensional functions, and thus, their sets are not compact \cite{6,16}. Lack of compactness, we cannot apply the fixed point theorem for the existence of BNE, let alone seek a BNE. Fortunately, many works have tried to investigate the existence of BNE in such continuous-type situations and design the computation. For instance, \cite{16} analyzed the existence of BNE in virtue of equicontinuous payoffs and absolutely continuous information, while \cite{15} investigated the situation when the best responses are equicontinuous. Afterwards, \cite{6} provided an equivalent condition of the equicontinuity and proposed an approximation algorithm. Besides, \cite{20} regarded the BNE as a solution to a variational inequality and gave a sufficient condition of the equicontinuity and proposed an approximation algorithm. \cite{18} considered Bayesian games with finite actions and continuous types, and proposed a fictitious-play-based algorithm for the games with linear costs, while \cite{9} proposed a discretization method for the finite-action and continuous-type model, and proved that the derived results converge to the BNE.

Therefore, using a Bayesian scheme to analyze an incomplete-information aggregative game is worth investigating, because it can be regarded as a generalization of either deterministic aggregative games \cite{11,14,21} or Bayesian games \cite{6,8,16}. Nevertheless, continuous-type aggregative Bayesian games are more challenging than both deterministic aggregative games and discrete-type Bayesian games. On the one hand, in the incomplete-information models, the strategies are functions of random variables, i.e., types. Thus, as the aggregate of strategies, the aggregation term should also be a function of types, while the existing aggregation functions for deterministic cases \cite{11,14,21} cannot be directly applied to the incomplete-information cases. On the other hand, to seek a continuous-type BNE in a distributed manner, we need an effective method to convert the infinite-dimensional BNE-seeking problem into a finite-dimensional one, which also has to be friendly to distributed design.

Specifically, we consider seeking a continuous-type BNE in distributed aggregative games in this paper, where each agent has its own type following a joint distribution, and makes decisions based on its type and local information. Agents exchange their information and estimate the aggregate of all agents’ decisions via time-varying graphs. The challenges lie in how to handle the aggregation term with incomplete-information and how to seek a BNE in this continuous-type model. Existing methods are insufficient to solve this problem. Although \cite{5,6,7,9} explored several ways to seek an approximate BNE, their approaches were limited in heuristic approximations and lacked the
quantitative analysis of the derived results. Moreover, existing aggregative game models [11, 14, 21] cannot be directly applied to the incomplete-information cases. Considering the importance of the distributed aggregative Bayesian games, we focus on the aggregation functions which are well adapted to incomplete-information cases. To overcome bottlenecks in seeking a BNE, we provide a new discretization method that generates an $\epsilon$-BNE with its quantitative analysis, and propose a distributed algorithm for an $\epsilon$-BNE. The contributions are summarized as follows.

- We consider a distributed aggregative Bayesian game with continuous types, where each agent has access to its own type and the aggregate. Such generalized models can be regarded as not only Bayesian games [6, 8, 16] if each agent has access to the strategies of all agents, but also deterministic aggregative games [11, 14, 21] by letting out the uncertainties. Moreover, we focus on the incomplete-information aggregation functions when agents adopt non-constant-valued functions as strategies, which can turn to the average of strategies when types are deterministic [11, 21].

- We provide a BNE approximation method by discretizing the continuous types. By establishing a discretized model, we prove that the BNE of the derived model is an $\epsilon$-BNE of the continuous-type model. Compared with existing methods [6, 7, 9] on continuous-type Bayesian games, our method provides an explicit error bound as well as a practical implementation different from heuristics.

- Based on the discretization, we propose a gradient-descent-based distributed algorithm for seeking a BNE of the discretized model, namely an $\epsilon$-BNE of the original model. Furthermore, we prove that the proposed algorithm generates a sequence convergent to an $\epsilon$-BNE of the continuous-type model using the Lyapunov theory.

The paper is arranged as follows. Section 2 summarizes the preliminaries. Section 3 formulates the problem. Section 4 provides a discretization method to generate an $\epsilon$-BNE, while Section 5 gives a distributed algorithm for the derived $\epsilon$-BNE and analyzes the convergence of the algorithm. Section 6 provides numerical simulations for illustrations. Finally, Section 7 concludes the paper.

2. PRELIMINARIES

2.1. Notations

Denote the $n$-dimensional real Euclidean space by $\mathbb{R}^n$ and its measure by $\mu$. $B(a, \epsilon)$ is a ball with the center $a$ and the radius $\epsilon > 0$. Denote $\text{col}(x_1, \ldots, x_n) = (x_1^T, \ldots, x_n^T)^T$ and $1_n \in \mathbb{R}$ as the column vector with all entries equal to 1. For an integer $n > 0$, denote $[n] = \{1, \ldots, n\}$. For column vectors $x, y \in \mathbb{R}^n$, $(x, y)$ denotes the inner product, and $\|\cdot\|$ denotes the 2-norm. For a matrix $W \in \mathbb{R}^{n \times n}$, denote its element in the $i$th row and $j$th column by $[W]_{ij}$, $i, j \in [n]$. A function is piecewise continuous if it is continuous except at finite points in its domain. For $x = (x_1, \ldots, x_n)$, define the vector with entries of $x$ except for $i$ as $x_{-i} = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$. For a surface $s = \{(x_1, \ldots, x_n) | S(x_1, \ldots, x_n) = 0\}$, denote its differential by $d s$. 

2.2. Convex analysis

A set \( C \subseteq \mathbb{R}^n \) is convex if \( \lambda z_1 + (1 - \lambda)z_2 \in C \), \( \forall z_1, z_2 \in C \) and \( 0 \leq \lambda \leq 1 \). For a closed convex set \( C \subset \mathbb{R}^n \), a projection map \( \Pi_C : \mathbb{R}^n \to C \) is defined as \( \Pi_C(x) = \text{arg min}_{y \in C} \|x - y\| \), and holds \( \langle x - \Pi_C(x), \Pi_C(x) - y \rangle \geq 0 \), \( \forall y \in C \). A function \( f : \mathbb{R}^n \to \mathbb{R} \) is (strictly) convex if

\[
f(\lambda x_1 + (1 - \lambda)x_2)(<) \leq \lambda f(x_1) + (1 - \lambda)f(x_2), \quad \forall x_1, x_2 \in \mathbb{R}^n, \quad \lambda \in (0, 1).
\]

For a convex differentiable function \( f \), the gradient of \( f \) at point \( x \) is denoted by \( \nabla f \), satisfying \( f(y) \geq f(x) + \langle y - x, \nabla f(x) \rangle \), \( \forall y \in \mathbb{R}^n \). For a convex differentiable function \( f(x_1, \ldots, x_n) \), denote \( \nabla_i f \) as the differential of \( f \) with respect to \( x_i \). If \( f \) is (strictly) convex, the gradient of \( f \) satisfies \( \langle \nabla f(x) - \nabla f(y), x - y \rangle (>) \geq 0 \), \( \forall x \neq y \).

2.3. Bayesian games

Consider a Bayesian game denoted by \( G = (I, \{X_i\}_{i \in I}, \Theta, P(\cdot), \{f_i\}_{i \in I}) \) with a set of agents \( I = [n] \), where agent \( i \) has the feasible action set \( X_i \subseteq \mathbb{R}^m \) and the cost function \( f_i(x_i, x_{-i}, \theta_i) \). For \( i \in I \), the incomplete information of agent \( i \) is referred to the type, denoted by \( \theta_i \in \Theta_i \subseteq \mathbb{R} \), and \( \theta = (\theta_1, \ldots, \theta_n) \in \Theta \) is a random variable mapping from the probability space \( (\Omega, \mathcal{B}, P) \) to \( \mathbb{R}^n \). Denote the density function of \( P \) by \( p \) with the marginal density \( p_i(\theta_i) = \int_{\Theta_{-i}} p(\theta_i, \theta_{-i}) \, d\theta_{-i} \) and the conditional probability density \( p_i(\theta_{-i}|\theta_i) = p(\theta_i, \theta_{-i})/p_i(\theta_i), \, i \in [n] \). Throughout the paper, we use \( \theta \) to denote a random variable mapping from \( (\Omega, \mathcal{B}, P) \) to \( \mathbb{R}^n \), or a deterministic element in \( \mathbb{R}^n \) depending on the context.

In Bayesian games, each agent \( i \in I \) only knows its own type but not those of its rivals, and the joint distribution \( P \) is public information. The cost function of agent \( i \) is defined as \( f_i : X_i \times X_{-i} \times \Theta_i \to \mathbb{R} \), depending on all agents’ actions and the type of agent \( i \). Each agent adopts a strategy \( \sigma_i \), which is a measurable function mapping from its type set \( \Theta_i \) to its action set \( X_i \), and \( \sigma_i(\theta_i) \) is the action taken by agent \( i \) when it receives the type \( \theta_i \in \Theta_i \). Denote the feasible strategy set of agent \( i \) by \( \Sigma_i \). For \( i \in I \), define a Hilbert space \( \mathcal{H}_i \) consisting of measurable functions \( \beta : \mathbb{R} \to \mathbb{R}^m \) with the inner product \( (\sigma, \sigma')_{\mathcal{H}_i} = \int_{\theta_i \in \Theta_i} \langle \sigma_i(\theta_i), \sigma'_i(\theta_i) \rangle p_i(\theta_i) \, d\theta_i, \, \sigma, \sigma' \in \mathcal{H}_i, \, i \in I \). Thus, the strategy set \( \Sigma_i \) is a subset of the Hilbert space \( \mathcal{H}_i \).

2.4. Graph theory

An undirected graph \( G \) is defined by \( G = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = [n] \) is the node set and \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) is the edge set. Node \( j \) is a neighbor of \( i \) if \( (j,i) \in \mathcal{E} \), and thus, node \( i \) is a neighbor of \( j \). Take \( (i,i) \in \mathcal{E} \). A path in \( G \) from \( i_1 \) to \( i_k \) is an alternating sequence \( i_1i_2 \cdots i_{k-1}i_k \) such that \( e_j = (i_j, i_{j+1}) \in \mathcal{E} \) for \( j \in [k-1] \). \( W = ([W]_{ij}) \in \mathbb{R}^{n \times n} \) is the adjacency matrix such that \( [W]_{ij} > 0 \) if \( (j,i) \in \mathcal{E} \) and \( [W]_{ij} = 0 \) otherwise. \( G \) is connected if there exists a path in \( G \) from \( i \) to \( j \) for any nodes \( i, j \in \mathcal{V} \).

3. PROBLEM FORMULATION

Consider an incomplete-information aggregative game, denoted by \( G = (I, \{X_i\}_{i \in I}, \Theta, P, \{f_i\}_{i \in I}) \). Each agent \( i \in I = [n] \) has its type \( \theta_i \in \Theta_i \subseteq \mathbb{R} \), feasible action set \( X_i \subseteq \mathbb{R}^m \),
and cost function $f_i(x_i, \bar{x}, \theta_i)$, where the joint type $\bm{\theta} = (\theta_1, \ldots, \theta_n)$ follows the joint distribution $P(\bm{\theta})$ with the density $p(\bm{\theta})$, and $\bar{x}$ is the aggregate of all agents’ decisions. The type set $\Theta_i$ is compact and without loss of generalization, take $\Theta_i = [\underline{\theta}_i, \bar{\theta}_i]$. Agent $i$ adopts a strategy $\sigma_i$, which is a measurable function from its type set $\Theta_i$ to its action set $X_i$. Denote the strategy set of agent $i$ by $\Sigma_i$.

Different from deterministic games, consider the aggregation functions in incomplete-information situations where agents take non-constant-valued functions of types as strategies, which are functions mapping to different values for different types, rather than vectors in deterministic games. Here, the aggregation function is shown as follows.

$$\bar{\sigma}(\bar{\theta}) = \int_{s_{i=1} \theta_i = n\bar{\theta}} \frac{1}{n} \sum_{i=1}^{n} \sigma_i(\theta_i) \bar{p}(\theta_1, \ldots, \theta_n|\bar{\theta}) \, ds,$$

where $s = \{(\theta_1, \ldots, \theta_n) | \sum_{i=1}^{n} \theta_i = n\bar{\theta}\}$ and $\bar{\theta} = (\theta_1 + \cdots + \theta_n)/n$ is the average type following the distribution

$$\bar{P}(\bar{\theta}) = \int_{s_{i=1} \theta_i = n\bar{\theta}} p(\theta_1, \ldots, \theta_n) \, ds,$$

with the density function $\bar{p}(\bar{\theta})$ and the conditional probability density function $\bar{p}(\bar{\theta}|\theta_i) = \int_{s_{j \neq i} \theta_j = n\bar{\theta} - \theta_i} p(\theta_1, \ldots, \theta_n)/p_i(\theta_i) \, ds_{-i}$. Note that $\bar{\sigma}$ is a linear function with respect to $\sigma_1, \ldots, \sigma_n$, denoted by $H(\sigma_1, \ldots, \sigma_n)$.

**Remark 3.1.** The aggregation function (1) can be regarded as the average of the agents’ strategies. When the model is deterministic, which means that $\Theta = \{\theta_0\}$ and $P(\theta_0) = 1$, the aggregation function (1) turns to the simple average of agents’ strategies, as in [21].

**Example 3.2.** Consider a Nash-Cournot game [11][14], where firms compete to produce a kind of commodity. For each firm $i$, the price of the raw materials $\theta_i$ is a continuous random variable. All firms cannot know the exact type of other firms, and instead, they know the distribution of the average price of the raw materials $\bar{\theta}$. The cost of each firm is a function of the price of its raw materials $\theta_i$, its production $x_i$, and the average production of all firms $\bar{x}$.

With the above aggregation function, the goal of agent $i$ is to minimize the following conditional expectation of $f_i$

$$U_i(\sigma_i, \bar{\sigma}, \theta_i) = \int_{\Theta} f_i(\sigma_i(\theta_i), \bar{\sigma}(\theta|\theta_i), \theta_i) \bar{p}(\theta_i) \, d\theta$$

$$= \int_{\Theta_{-i}} f_i(\sigma_i(\theta_i), H(\sigma_i(\theta_i), \sigma_{-i}(\theta_{-i})), \theta_i) p_i(\theta_{-i}|\theta_i) \, d\theta_{-i},$$

where $\bar{\sigma}(\theta|\theta_i)$ is the aggregate $\bar{\sigma}$ when the average type is $\bar{\theta} \in \Theta$ and agent $i$’s type is $\theta_i \in \Theta_i$. Denote its gradient by

$$F_i(\sigma_i, \bar{\sigma}, \theta_i) = \nabla_i U_i(\sigma_i, H(\sigma_i, \sigma_{-i}), \theta_i).$$

Then we give the concept of the Bayesian Nash equilibrium.
Definition 3.3. Consider the continuous-type Bayesian game $G$, 

(i) For agent $i \in I$, a strategy $\sigma_i$ is a best response with respect to the strategy profile $\sigma_{-i}$ if for almost every $\theta_i \in \Theta_i$, 

$$
\sigma_i \in \arg \min_{\sigma_i \in \Sigma_i} U_i(\sigma_i, H(\sigma_i, \sigma_{-i}), \theta_i),
$$

where the best response set is denoted by $BR_i(\sigma_{-i})$.

(ii) A strategy profile $(\sigma_1^*, \ldots, \sigma_n^*)$ is a Bayesian Nash equilibrium (BNE) if for any $\sigma_i \in \Sigma_i$, $i \in I$,

$$
U_i(\sigma_i^*, H(\sigma_i^*, \sigma_{-i}^*), \theta_i) \leq U_i(\sigma_i, H(\sigma_i, \sigma_{-i}^*), \theta_i), \text{ for a.e. } \theta_i \in \Theta_i.
$$

Agents in our model have local interactions with each other over time to estimate the aggregate, where these interactions are modeled by time-varying graphs $G(t)$. At the time $t$, agents exchange their estimations of the aggregate with current neighbors through $G(t)$.

We make the following assumptions for the aggregative game $G$.

Assumption 3.4. Consider the incomplete-information aggregative game $G$. For $i \in I$,

(i) the action set $X_i$ is nonempty, convex, and compact;

(ii) the distribution $P$ is atomless, i.e., $P(\theta = \zeta) = 0$ for any given $\zeta \in \Theta$. Moreover, the measure $\mu(\{\theta_i \in \Theta_i | p_i(\theta_i) > 0\}) = \mu(\Theta_i)$;

(iii) the cost function $f_i(x_i, \tilde{x}, \theta_i)$ is strictly convex in $x_i \in X_i$ and $L_\theta$Lipschitz continuous in $\theta_i \in \Theta_i$ for each $x_i, \tilde{x} \in \mathbb{R}^m$;

(iv) the expectation $U_i$ is well defined for every $\sigma_j \in \Sigma_j$ and $\theta_j \in \Theta_j$, $j \in I$, and for any $\theta_i \in \Theta_i$, its gradient $F_i$ is $D$-Lipschitz continuous in $\sigma_i(\theta_i) \in X_i$ for any $\sigma_{-i} \in \Sigma_{-i}$, and is $L_u$-Lipschitz continuous in $\tilde{\sigma}$ for any $\sigma_i(\theta_i) \in X_i$;

(v) the graph sequence $G(t)$ is uniformly jointly strongly connected, i.e., there exists an integer $B > 0$ such that $\cup_{k=1}^{t+B} G(k)$ is strongly connected, and its adjacency matrix $W(t)$ satisfies $[W(t)]_{ij} > \eta$ ($\eta > 0$) when $(j, i) \in \mathcal{E}$, and $\sum_{i=1}^n [W(t)]_{ij} = \sum_{j=1}^n [W(t)]_{ij} = 1$.

Assumption 3.4 was widely used in the study of aggregative games and Bayesian games [6, 7, 11, 16, 22]. The atomless property in Assumption 3.4(ii) is a common assumption in Bayesian games [6, 15, 16], and the measure condition can be guaranteed by removing types in $\{\theta_i \in \Theta_i, \exists \varepsilon > 0, p_i(\theta'_i) > 0, \forall \theta'_i \in B(\theta_i, \varepsilon)\}$. Assumption 3.4(v) ensures the connectivity, and the property of the adjacency matrix $W(t)$ ensures that each agent can substantially and equally influence the aggregation term in the long run, which holds for a variety of graphs [11, 17].

The existence of the BNE can be guaranteed by the variational inequalities [7, 20], summarized as follows.

Lemma 3.5. Under Assumption 3.4 there exists a unique BNE of game $G$. 

In Bayesian games, it is hard to seek a BNE due to the continuity of types. As the Riesz’s Lemma shows \cite{9}, any infinite-dimensional normed space contains a sequence of unit vectors \( \{x_n\} \) with \( \|x_n - x_m\| > \alpha \) for any \( 0 < \alpha < 1 \) and \( n \neq m \). Then the strategy set \( \Sigma \) lying in the infinite-dimensional space \( \mathcal{H}_1 \times \cdots \times \mathcal{H}_n \) is not compact, which poses obstacles to computation. There are a few attempts to seek a continuous-type BNE. For example, \cite{7} considered the situation that the strategy forms are prior knowledge, in which the forms are usually unavailable, while \cite{6} utilized polynomial approximations to estimate a BNE without the estimation error. Moreover, \cite{9} adopted heuristic approximations in discrete-action Bayesian games, but their method was NP-hard and not practical to be implemented in continuous-action games. Thus, since directly seeking a BNE is difficult, we introduce the following concept.

**Definition 3.6.** Denote \( EU_i(\sigma_i, \hat{\sigma}) = \int_{\Theta} U_i(\sigma_i, \hat{\sigma}, \theta_i)p_i(\theta_i) \, d\theta_i \). For any \( \epsilon > 0 \), a strategy profile \( \hat{\sigma}^\ast = (\hat{\sigma}_1^\ast, \ldots, \hat{\sigma}_n^\ast) \) is an \( \epsilon \)-Bayesian Nash equilibrium (\( \epsilon \)-BNE) of \( G \) if for any \( \sigma_i \in \Sigma_i, i \in I \)

\[
EU_i(\sigma_i, H(\sigma_i, \hat{\sigma}^\ast_{-i})) \geq EU_i(\hat{\sigma}_i^\ast, H(\hat{\sigma}^\ast)) - \epsilon.
\]

The goal of this paper is to design a distributed algorithm to seek an approximate BNE of the proposed model, summarized as follows.

**Problem 3.7.** Seek an approximate BNE of the incomplete-information aggregative game \( G = (I, \{X_i\}_{i \in I}, \Theta, P, \{f_i\}_{i \in I}) \) in a distributed manner.

To overcome the above bottlenecks in seeking BNE, in the following sections, we first provide a discretization method to convert the infinite-dimensional problem to a finite-dimensional one, and then propose a distributed algorithm for an \( \epsilon \)-BNE.

4. DISCRETIZATION

In this section, we give a discretization method and show its effectiveness in approximating the best responses and the BNE of the continuous-type model \( G \).

For each agent \( i \), we select \( N \) points \( \theta_i^k \) from \( \Theta_i \) satisfying

\[
P_i(\theta_i^k) = \frac{k}{N}, \quad k \in [N].
\]

Denote the corresponding discrete type set by \( \hat{\Theta}_i \). Define \( \theta_i^0 = \theta_i \) and \( \hat{\Theta} = \hat{\Theta}_1 \times \cdots \times \hat{\Theta}_n \). In the discretized model, we regard all types in the interval \( (\theta_i^{k-1}, \theta_i^k] \) as \( \theta_i^k \), then the discrete type \( \hat{\theta} \) follow the below joint distribution

\[
\hat{P}(\theta_1^{k_1}, \ldots, \theta_n^{k_n}) = \int_{\theta_1^{k_1-1}}^{\theta_1^{k_1}} \cdots \int_{\theta_n^{k_n-1}}^{\theta_n^{k_n}} p(\theta_1, \ldots, \theta_n) \, d\theta_1 \cdots d\theta_n, \quad (\theta_1^{k_1}, \ldots, \theta_n^{k_n}) \in \hat{\Theta}.
\] (2)

Correspondingly, the marginal distribution \( \hat{P}_i(\theta_i) = \sum_{\theta_{-i} \in \hat{\Theta}_i} \hat{P}(\theta_i, \theta_{-i}) \) and the conditional distribution \( \hat{P}_i(\theta_{-i}|\theta_i) = \hat{P}(\theta_i, \theta_{-i})/\hat{P}_i(\theta_i) \).

Due to Assumption \[3.4(ii)\] that \( \mu(\{\theta_i \in \Theta_i | p_i(\theta_i) > 0\}) = \mu(\Theta_i) \), the gap between the adjacent discrete points \( \theta_i^k - \theta_i^{k-1} \) tends to 0 as \( N \) tends to infinity. Since we
use $\theta^k_i$ to represent the interval $(\theta^k_i, \theta^{k-1}_i]$, we choose the length of such intervals as small as possible, which can effectively reduce the error. Additionally, our design is friendly to distributed algorithms, while other choices of discrete points will bring extra computation when agents update the strategies.

Based on the above discretization, we formulate a discretized model as $\hat{G} = (I, \{X_i\}_{i \in I}, \hat{\Theta}, \hat{P}, \{\hat{f}_i\}_{i = 1}^n)$. In this model, strategies are restricted to $N$-dimensional vectors. Denote the strategy set of agent $i$ in $\hat{G}$ by $\hat{\Sigma}_i$. Thus, the aggregate of the discretized strategies is

$$\hat{\sigma}(\tilde{\theta}) = \sum_{\sum_{i=1}^n \theta_i = n\tilde{\theta}, \theta_i \in \hat{\Theta}_i} \frac{\sum_{i=1}^n \hat{\sigma}_i(\theta_i)}{n} \hat{P}(\theta_1, \ldots, \theta_n | \tilde{\theta}),$$

where $\tilde{\theta} = \sum_{i=1}^n \theta_i / n$ follows the below discrete distribution

$$\hat{P}(\tilde{\theta}) = \sum_{\sum_{i=1}^n \theta_i = n\tilde{\theta}, \theta_i \in \hat{\Theta}_i} \hat{P}(\theta_1, \ldots, \theta_n),$$

with the conditional probability $\hat{P}(\cdot | \tilde{\theta})$. Since $\hat{P}$ is a discrete distribution, the aggregation function can be written as $\hat{\sigma} = \sum_{i=1}^n h_i(\hat{\sigma}_i)$, where $h_i$ is a linear function mapping from $\hat{\Theta}_i$ to $\mathbb{R}^{nN}$. Denote $h_{-i}(\hat{\sigma}_{-i}) = \sum_{j \neq i} h_j(\hat{\sigma}_j)$ for $\hat{\sigma}_{-i} \in \hat{\Theta}_{-i}$, then the expectation of the cost of $i$ in $\hat{G}$ is

$$\hat{U}_i(\hat{\sigma}_i, \hat{\sigma}_{-i}, \theta_i) = \sum_{\theta_{-i} \in \hat{\Theta}_{-i}} f_i(\hat{\sigma}_i(\theta_i), h_i(\hat{\sigma}_i(\theta_i)) + h_{-i}(\hat{\sigma}_{-i}(\theta_{-i})), \theta_i) \hat{P}_i(\theta_{-i} | \theta_i), \ \theta_i \in \hat{\Theta}_i.$$ 

Then we define the following best response and equilibrium of $\hat{G}$.

**Definition 4.1.** Consider the discretized model $\hat{G}$,

(i) For agent $i \in I$, given a strategy profile $\hat{\sigma}_{-i} \in \hat{\Sigma}_{-i}$, a strategy $\hat{\sigma}^N_i$ is a best response to $\hat{\sigma}_{-i}$ if for any $\theta_i \in \hat{\Theta}_i$,

$$\hat{\sigma}^N_i = \arg \min_{\hat{\sigma}(\theta_i) \in X_i} \hat{U}_i(\hat{\sigma}_i, h_i(\hat{\sigma}_i(\theta_i)) + h_{-i}(\hat{\sigma}_{-i}(\theta_{-i})), \theta_i).$$

Denote the set of the best responses to $\hat{\sigma}_{-i}$ by $BR^N_i(\hat{\sigma}_{-i})$ in $\hat{G}$.

(ii) A strategy profile $({\hat{\sigma}^*_1}, \ldots, \hat{\sigma}^*_n)$ is a BNE of $\hat{G}$, or a DBNE($N$) of $\hat{G}$ if for $i \in I$,

$$\hat{\sigma}^*_i \in BR^N_i(\hat{\sigma}^*_{-i}).$$

The existence of DBNE can be guaranteed by variational inequalities [7, 20] or Browner fixed point theorem [6, 16], summarized as follows.

**Lemma 4.2.** Under Assumption [3,4] there exists a unique DBNE($N$) of the discretized model $\hat{G}$.
To approximate the strategies in the continuous-type model $G$ with the strategies in the discretized model $\hat{G}$, we extend the domains of strategies from $\hat{\Theta}_i$ to $\Theta_i$, and define the strategies of $\hat{G}$ at type $\theta_i \in (\theta_i^{k-1}, \theta_i^k]$ as
\[
\hat{\sigma}_i(\theta_i) = \hat{\sigma}_i(\theta_i^k).
\]
Denote $\hat{\Theta} = \{\hat{\theta}| n\hat{\theta} = \sum_{i=1}^n \theta_i, \theta_i \in \Theta_i\} = \{\hat{\theta}^1, \ldots, \hat{\theta}^S\}, S \leq nN$, and $\hat{\theta}^0 = \sum_{i=1}^n \theta_i/n$. The aggregates in the discretized model $\hat{G}$ and the continuous-type model $G$ satisfy
\[
\hat{\sigma}(\hat{\theta}) = \hat{\sigma}(\hat{\theta}^k), \quad \hat{\theta} \in (\hat{\theta}^{k-1}, \hat{\theta}^k], \quad k \in [S].
\]
With this extension, we denote $\hat{\sigma}$ of the discretized strategies as $\hat{\sigma}$ for simplification.

Then we estimate the best response in $G$. Actually, a best response $\hat{\sigma}_{i*}$ needs to respond to any strategies in $\Sigma_{-i}$, rather than strategies in $\hat{\Sigma}_{-i} \subseteq \Sigma_{-i}$. To this end, we modify the best responses $\hat{\sigma}_{i*}$ with respect to $\sigma_{-i} \in \Sigma_{-i}$ as follows. For $\theta_i^k \in \hat{\Theta}_i$,
\[
\hat{\sigma}_{i*}(\theta_i^k) = \min_{\sigma_{i*} \in \sigma_{-i}} \int_{\hat{\Theta}_i} f_i(\hat{\sigma}(\theta_i^k), H(\hat{\sigma}(\theta_i^k), \sigma_{-i}(\theta_{-i})), \theta_i^k) - \sum_{k=1}^n p(\theta_i, \theta_{-i}) d\theta_i \quad \hat{\sigma}_{i*}(\theta_i^k) = \hat{\sigma}_{i*}(\theta_i^k).
\]

The following lemma shows the relation between the best response in the discretized model $\hat{G}$ and in the continuous-type model $G$.

**Lemma 4.3.** Let Assumption 3.4(ii) hold. For a given $\sigma_{-i} \in \Sigma_{-i}$, if all the best responses in $BR^N_i(\sigma_{-i})$ of $G$ are piecewise continuous, then the best responses in $BR^N_i(\sigma_{-i})$ of $\hat{G}$ are almost surely the best responses of $G$, as $N$ tends to infinity. Specifically, for any $\hat{\sigma}_{i*} \in BR^0_i(\sigma_{-i})$, there exists $\sigma_{i*} \in BR_i(\sigma_{-i})$ such that
\[
\lim_{N \to \infty} \hat{\sigma}_{i*}(\theta_i) = \sigma_{i*}(\theta_i), \quad \text{for a.e. } \theta_i \in \Theta_i.
\]

**Proof.** Due to the L’Hospital’s rule,
\[
\lim_{N \to \infty} \int_{\theta_i^{k-1}}^{\theta_i^k} p(\theta_i, \theta_{-i}) d\theta_i = \int_{\theta_i^{k-1}}^{\theta_i^k} p_i(\theta_i) d\theta_i
\]
Thus, for any $\hat{\sigma}_{i*} \in BR^N_i(\sigma_{-i})$ and $\theta_i \in \hat{\Theta}_i$, there exists a strategy $\sigma_{i*} \in BR_i(\sigma_{-i})$ such that, as $N$ tends to infinity, $\sigma_{i*}(\theta_i) \to \sigma_{i*}$. Since $\sigma_{i*}$ is piecewise continuous, for any $\varepsilon > 0$, there exists $\delta > 0$ such that, for any $\theta_i \in \Theta_i$ except for finite points and $\theta_i' \in B(\theta_i, \delta) \cap \Theta_i$, $|\sigma_{i*}(\theta_i) - \sigma_{i*}(\theta_i')| < \varepsilon$. Take $\varepsilon = \max_k \{\theta_i^k - \theta_i^{k-1}\}$, thus
\[
\int_{\Theta_i} |\hat{\sigma}_{i*}(\theta_i) - \sigma_{i*}(\theta_i)|^2 p_i(\theta_i) d\theta_i \leq \sum_{i=1}^N \varepsilon^2 (\theta_i^k - \theta_i^{k-1}) = \varepsilon^2 (\bar{\theta}_i - \bar{\theta}_i).
\]
As $N$ tends to infinity, $\varepsilon$ tends to 0, and thus, $\hat{\sigma}_{i*}$ tends to $\sigma_{i*}$ for almost every $\theta_i \in \Theta_i$. $\square$
Lemma 4.3 implies that agents can utilize the best responses derived from \( \hat{G} \) to estimate the best responses in \( G \). That is to say, agents are willing to adopt the best responses in \( \hat{G} \), and thus, these best responses form a DBNE.

In the next theorem, we show that the DBNE(\( N \)) of \( G \) is an \( \epsilon \)-BNE of \( G \). In addition, we provide an explicit error bound of our approximation, compared with heuristic approximations [6, 7, 9].

**Theorem 4.4.** Under Assumption 3.4(i), (ii), and (iv), the DBNE (\( \hat{\sigma}_1^*, \ldots, \hat{\sigma}_n^* \)) of the discretized model \( \hat{G} \) is an \( \epsilon \)-BNE, where \( \epsilon = O(\max_{i \in I} \max_{k \in [N]} (\theta_k^k - \theta_i^k)) \).

**Proof.** Due to the Lipschitz continuity of \( f_i \), \[ |f_i(x_i, x_{-i}, \theta_i) - f_i(x_i, x_{-i}, \theta_i')| \leq L_\theta \|\theta_i - \theta_i'\| \] for \( x_i \in X_i, \ x_{-i} \in X_{-i}, \ \theta_i, \theta_i' \in \Theta_i \). Denote \( E\hat{U}_i(\hat{\sigma}, \hat{\sigma}) = \sum_{\theta_i} \hat{U}_i(\hat{\sigma}_i, \hat{\sigma}, \theta_i) \bar{P}_i(\theta_i) \). Define \( \epsilon_0 = \max_{i \in I} \max_{k \in [N]} (\theta_k^k - \theta_i^k) \). Then for any \( \hat{\sigma}_i \in \hat{\Sigma}_i \) and \( \hat{\sigma}_{-i} \in \hat{\sigma}_{-i} \),

\[
EU_i(\hat{\sigma}, \hat{\sigma}) = \sum_{k=1}^{N} \int_{\theta_i^{k-1}}^{\theta_i^k} U_i(\hat{\sigma}_i, \hat{\sigma}, \theta_i) p_i(\theta_i) \, d\theta_i
\]
\[
= \sum_{k=1}^{N} \int_{\theta_i^{k-1}}^{\theta_i^k} (U_i(\hat{\sigma}_i, \hat{\sigma}, \theta_i) - U_i(\hat{\sigma}_i, \hat{\sigma}, \theta_i^k) + U_i(\hat{\sigma}_i, \hat{\sigma}, \theta_i^k)) p_i(\theta_i) \, d\theta_i
\]
\[
\leq E\hat{U}_i(\hat{\sigma}_i, \hat{\sigma}) + L_\theta \epsilon_0.
\]

Denote the aggregate of the DBNE by \( \hat{\sigma^*} \). Recalling the definition of DBNE, for any \( \theta_i \in \hat{\Theta}_i \) and \( \hat{\sigma}_i \in \hat{\sigma}_i \),

\[
\hat{U}_i(\hat{\sigma}^*_i, \hat{\sigma}^*, \theta_i) \leq \hat{U}_i(\hat{\sigma}_i, h_i(\hat{\sigma}_i) + h_{-i}(\hat{\sigma}_{-i}), \theta_i).
\]

Then we convert the DBNE from the discretized model to the continuous-type model. Due to Assumption 3.4(ii), the distribution \( P \) is continuous, and thus, \( p \) is \( L_p \)-Lipschitz continuous over \( \Theta \). Therefore, for any \( \theta_i \in (\theta_i^{k-1}, \theta_i^k) \), \( k \in [N] \),

\[
\left| p(\theta_i, \theta_{-i}) - \int_{\theta_i^{k-1}}^{\theta_i^k} \frac{p(\theta_i', \theta_{-i}) \, d\theta_i'}{\theta_i^k - \theta_i^{k-1}} \right| \leq \frac{1}{\theta_i^k - \theta_i^{k-1}} \int_{\theta_i^{k-1}}^{\theta_i^k} |p(\theta_i, \theta_{-i}) - p(\theta_i', \theta_{-i})| \, d\theta_i' \leq L_p \epsilon_0.
\]

Thus, for any \( \sigma_i \in \Sigma_i \) and \( k \in [N] \),

\[
\int_{\theta_i^{k-1}}^{\theta_i^k} \int_{\Theta_{-i}} f_i(\sigma_i(\theta_i), H(\sigma_i(\theta_i), \hat{\sigma}_{-i}^*(\theta_{-i})), \theta_i^k) p(\theta_i, \theta_{-i}) \, d\theta_i \, d\theta_{-i}
\]
\[
\geq \int_{\theta_i^{k-1}}^{\theta_i^k} \int_{\Theta_{-i}} f_i(\sigma_i(\theta_i), H(\sigma_i(\theta_i), \hat{\sigma}_{-i}^*(\theta_{-i})), \theta_i^k) \int_{\theta_i^{k-1}}^{\theta_i^k} p(\theta_i', \theta_{-i}) \, d\theta_i' \, d\theta_i \, d\theta_{-i}
\]
\[
- M L_p (\theta_i^k - \theta_i^{k-1}) \mu(\Theta_{-i}) \epsilon_0.
\]
With (4) and (5), for any $\sigma_i \in \Sigma_i$,
\[
E \hat{U}_i(\hat{\sigma}_i^*, \hat{\sigma}^*) \\
\leq \sum_{k=1}^{N} \left( \int_{\theta_{i-1}}^{\theta_i} \int_{\Theta_{-i}} \left( f_i(\sigma_i(\theta_i), H(\sigma_i(\theta_i), \hat{\sigma}_i^*(\theta_{-i})), \theta^k_i) p(\theta_i, \theta_{-i}) d\theta_i d\theta_{-i} \\
+ MLp(\theta_i^k - \theta_i^{k-1}) \mu(\Theta_{-i}) \epsilon_0 \right) \right) \\
\leq \sum_{k=1}^{N} \left( \int_{\theta_{i-1}}^{\theta_i} \int_{\Theta_{-i}} \left( f_i(\sigma_i(\theta_i), H(\sigma_i(\theta_i), \hat{\sigma}_i^*(\theta_{-i})), \theta_i) + L_\theta \epsilon_0 \right) p(\theta_i, \theta_{-i}) d\theta_i d\theta_{-i} \\
+ MLp(\theta_i^k - \theta_i^{k-1}) \mu(\Theta_{-i}) \epsilon_0 \right) \\
= EU(\sigma_i, \hat{\sigma}^*) + (MLp \mu(\Theta) + L_\theta) \epsilon_0.
\]

Define $C = MLp \mu(\Theta) + 2L_\theta$. Combining (3) and (6), for any $\sigma_i \in \Sigma_i$,
\[
EU(\hat{\sigma}_i^*, \hat{\sigma}^*) \leq E\hat{U}(\hat{\sigma}_i^*, \hat{\sigma}^*) + L_\theta \epsilon_0 \leq EU_i(\sigma_i, H(\sigma_i, \hat{\sigma}_i^*)) + C \epsilon_0,
\]

which means that the DBNE is an $\epsilon$-BNE with $\epsilon = C \epsilon_0$. □

Remark 4.5. Taking advantage of the probability $\frac{1}{\theta_{i-1}^{k-1}} \int_{\theta_{i-1}^{k-1}} \int_{\Theta_{-i}}^\theta \frac{p(\theta_i, \theta_{-i})}{p(\theta_i^k, \theta_{-i})} d\theta_i d\theta_{-i}$, we convert the discrete distribution $\hat{\mathcal{P}}$ of $\hat{G}$ into a continuous distribution of $G$, thereby overcoming the challenges in quantitative analysis. Compared with existing methods which were limited in heuristic approximations [6, 7, 9], we quantitatively analyze the derived DBNE of $\hat{G}$ and provide the explicit error bound of the DBNE. Moreover, our discretization is a practical method rather than heuristics.

Remark 4.6. Since we discretize the continuous types, the dimension of the aggregation term in the discretized model $\hat{G}$ depends on the number of discrete points. For higher accuracy, we need to take more discrete points, which brings barriers to distributed computation when agents exchange such high-dimensional aggregation terms. In fact, these bottlenecks are common in discretization methods [7, 9], and we are still trying to handle this challenge.

5. DISTRIBUTED ALGORITHM

In this section, we propose a distributed algorithm for the BNE of the discretized model $\hat{G}$, namely an $\epsilon$-BNE of the continuous-type model $G$.

At the time $t$, agent $i$ estimates the aggregate according to neighbors’ approximations as
\[
u^i_j = \sum_{j=1}^{n} [W(t)]_{ij} v^i_j,
\]

where $v^i_j$ is the approximation of the aggregate made by agent $j$ at the time $t$. Due to the uncertainties, we can also regard $u^i_t(\tilde{\theta})$ as a function mapping from $\tilde{\Theta}$ to $\mathbb{R}^m$, where
\[ \hat{\theta} \text{ follows the discrete distribution } \hat{P} \text{ as defined in Section 4.} \]

Then agent \( i \) evaluates its subgradient as

\[
g^t_i = \left( F_i(\sigma^t_i, u^t_i, \theta^1), \ldots, F_i(\sigma^t_i, u^t_i, \theta^N) \right) / N, \tag{8} \]

where \( F_i(\sigma^t_i, u^t_i, \theta^k) (k \in [N]) \) was defined in Section 3. We summarize the above procedures as follows.

**Algorithm 1** Algorithm for an \( \epsilon \)-BNE of continuous-type Bayesian games.

**Initialization:** For \( i \in I \): take \( \sigma_i(0) \in \tilde{\Sigma}_i \), and \( v_i(0) = h_i(\sigma_i(0)) \).

**Discretization:** For \( i \in I \), take \( N \) discrete points from the type set \( \Theta_i \) as (2).

Iterate until \( t \geq T \):

**Communicate and Update:** Agent \( i \) evaluates the aggregate of neighbors \( u_i(t) \) based on (7) and the gradient \( g^t_i \) based on (8), then updates \( \sigma_i(t) \) and its observation \( v_i(t) \) by

\[
\begin{align*}
\sigma^t_{i+1} &= \Pi_{\hat{\Sigma}_i}(\sigma^t_i - \alpha(t)g^t_i), \\
v^t_{i+1} &= u^t_i - n(h_i(\sigma^t_i) + h_i(\sigma^t_{i+1})).
\end{align*}
\]

The stepsize \( \alpha(t) \) taken in Algorithm 1 satisfies

(i) \( \alpha(t) \) is a positive non-increasing sequence.

(ii) \( \sum_{t=0}^{\infty} \alpha(t) = \infty, \sum_{t=0}^{\infty} \alpha^2(t) < \infty \).

Therefore, we give the following main result of this paper to show the convergence of Algorithm 1 to an \( \epsilon \)-BNE, or the DBNE(\( N \)) with an explicit error bound \( \epsilon \).

**Theorem 5.1.** Under Assumption 3.4, Algorithm 1 generates a sequence convergent to the DBNE of \( \hat{G} \), which is an \( \epsilon \)-BNE of \( G \), with \( \epsilon = O(\max_{i \in I} \max_{k \in [N]} (\theta^k - \theta^{k-1}) \))

**Proof.** Define the average of the estimations \( v^t_i \) as \( \bar{v}^t = \sum_{i=1}^{n} v^t_i / n \). Firstly, we prove that \( \bar{v}^t = \sum_{i=1}^{n} h_i(\sigma^t_i) \) by induction on \( t \).

For \( t = 0 \), the above relation holds trivially. Since the adjacency matrices have columns sum up to 1, assume the above relation holds for \( t - 1 \), as the induction step,

\[
\sum_{i=1}^{n} v^t_i / n = \sum_{i=1}^{n} \left( \frac{v^{t-1}_i}{n} + h_i(\sigma^t_i) - h_i(\sigma^{t-1}_i) \right)
= \sum_{i=1}^{n} \sum_{j=1}^{n} [W(t - 1)]_{ij} \left( \frac{v^{t-1}_j}{n} + h_j(\sigma^t_j) - h_j(\sigma^{t-1}_j) \right)
= \sum_{i=1}^{n} \left( \frac{v^{t-1}_i}{n} + h_i(\sigma^t_i) - h_i(\sigma^{t-1}_i) \right) = \sum_{i=1}^{n} h_i(\sigma^t_i).
\]

Thus, \( \bar{v}^t = \sum_{i=1}^{n} h_i(\sigma^t_i) / n \) holds for all \( t \geq 0 \).
Secondly, we establish a relation between the estimation $u_t^i$ and the average $\hat{v}^t$. From the update rule of $u_t^i$, for $t \geq 1$,

$$u_t^i = \sum_{j=1}^{n} [\Phi(t, 0)]_{ij} v_j^0 + \sum_{r=1}^{t} \sum_{j=1}^{n} [\Phi(t, r)]_{ij} n(h_j(\sigma_j^r) - h_j(\sigma_j^{r-1})). \quad (9)$$

Then, for $t \geq 1$, $\hat{v}^t$ can be reconstructed as

$$\hat{v}^t = \frac{1}{n} \sum_{j=1}^{n} v_j^0 + \sum_{r=1}^{t} \sum_{i=1}^{n} (h_i(\sigma_i^r) - h_i(\sigma_i^{r-1})). \quad (10)$$

Since $h_i$ is linear, there exists a constant $C > 0$ such that $h_i$ is $\frac{C}{n}$-Lipschitz continuous for $i \in I$. Due to the property of projection, $\|\Pi_{\tilde{\Sigma}_i}(\sigma_i^r - \alpha(t)g_i^*) - \sigma_i^r\| \leq \alpha(t)\|g_i^*\| \leq \alpha(t)D$ for $\sigma_i^r \in \tilde{\Sigma}_i$.

**Claim 5.2.** (Koshal et al. [11], Nedic et al. [17]) Denote the transition matrices $\Phi(k, s)$ from time $s$ to $k > s$ as $\Phi(k, s) = W(k)W(k-1) \cdots W(s)$ for $0 \leq s < k$. Under Assumption 3.4(v),

(i) $\lim_{k \to \infty} \Phi(k, s) = \frac{1}{n} n^T$ for all $s \geq 0$.

(ii) $\|\Phi(k, s)_{ij} - 1/n\| \leq \Gamma \beta^{k-s}$ for all $k \geq s \geq 0$ and $i, j \in I$, where $\Gamma = (1-\eta/(4n^2))^{1/2}$ and $\beta = (1 - \eta/(4n^2))^{1/2}$.

Combining (9) and (10), with Claim 5.2 for $t \geq 1$,

$$\|u_t^i - \hat{v}^t\| \leq \Gamma \beta^t R_0 + CTD \sum_{r=1}^{t} \beta^{t-r} \alpha(r),$$

where $R_0 = \sum_{j=1}^{n} v_j^0$. Since $\alpha(t)$ is non-increasing,

$$\sum_{t=0}^{\infty} \alpha(t)\|v_t^i - \hat{v}^t\| \leq \frac{\Gamma}{1 - \beta} R_0 \alpha(0) + CTD \frac{1}{1 - \beta} \sum_{t=0}^{\infty} \alpha^2(t). \quad (11)$$

Because the stepsize $\alpha(t)$ satisfies $\sum_{t=0}^{\infty} \alpha(t) = \infty$ and $\sum_{t=0}^{\infty} \alpha^2(t) < \infty$, $\sum_{t=0}^{\infty} \alpha(t)\|v_t^i - \hat{v}^t\| \leq \infty$.

Thirdly, we give the convergence result. With the update rule of $\sigma_i^t$,

$$\|\sigma_i^{t+1} - \hat{\sigma}_i^*\| = \|\Pi_{\tilde{\Sigma}_i}(\sigma_i^t - \alpha(t)g_i^*) - \hat{\sigma}_i^*\| \leq \|\sigma_i^t - \hat{\sigma}_i^* - \alpha(t)(g_i^* + g_i^*)\|,$$

where $g_i^* = \text{col}(F_i(\hat{\sigma}_i^*, \hat{\sigma}_i^*, \theta_i^1), \ldots, F_i(\hat{\sigma}_i^*, \hat{\sigma}_i^*, \theta_i^N))$. Then

$$\|\sigma_i^{t+1} - \hat{\sigma}_i^*\|^2 \leq \|\sigma_i^t - \hat{\sigma}_i^*\|^2 + 2\alpha^2(t)\|g_i^* - g_i^*\|^2 - 2\alpha(t) \langle g_i^* - g_i^*, \sigma_i^t - \hat{\sigma}_i^* \rangle. \quad (12)$$

To prove that $\sigma_i^t$ converges to $\hat{\sigma}_i^*$, we need to show that $\sum_{t=0}^{\infty} \alpha(t)\|\sigma_i^t - \sigma_i^*\| < \infty$. Since $\|g_i^*\| \leq \sqrt{ND}$ and $\|g_i^*\| \leq \sqrt{ND}$,

$$\sum_{t=0}^{\infty} \alpha^2(t)\|g_i^* - g_i^*\| \leq \infty.$$
Based on the property of subgradients, for $\theta^k_i \in \hat{\Theta}_i$,

$$N \langle g_i^t, \sigma_i^t - \hat{\sigma}_i^* \rangle = \sum_{k=1}^{N} \langle F_i(\sigma_i^t, u_i^t, \theta^k_i) - F_i(\hat{\sigma}_i^*, \hat{\theta}^*, \theta^k_i), \sigma_i^t(\theta^k_i) - \hat{\sigma}_i^*(\theta^k_i) \rangle.$$  

Since $F$ is Lipschitz continuous,

$$\|F_i(\sigma_i^t, u_i^t, \theta^k_i) - F_i(\sigma_i^t, \bar{v}^t, \theta^k_i)\| \leq L_u \|u_i^t(\theta^k_i) - \bar{v}^t(\theta^k_i)\|,$$

where $u_i^t(\theta^k_i)$ and $\bar{v}^t(\theta^k_i)$ denoted the aggregates $u_i^t(\theta^k_i)$ and $\bar{v}^t(\theta^k_i)$ with $\theta \in \{\sum_{i=1}^{n} \theta_i/n, \theta_i = \theta^k_i, \theta_{-i} \in \Theta_{-i}\}$, satisfying $\|u\|^2 = \sum_{k=1}^{N} u(\theta^k_i))^2$ for $i \in I$ and $u = u_i^t, \bar{v}^t$. Then

$$N \langle g_i^t - g_i^*, \sigma_i^t - \hat{\sigma}_i^* \rangle \leq \sum_{k=1}^{N} \langle F_i(\sigma_i^*, \bar{v}^t, \theta^k_i) - F_i(\hat{\sigma}_i^*, \hat{\theta}^*, \theta^k_i), \sigma_i^t(\theta^k_i) - \hat{\sigma}_i^*(\theta^k_i) \rangle + \sqrt{N} L_u \|u_i^t - \bar{v}^t\|.$$  

Denote $EF_i(\sigma_i, \bar{\sigma}) = \sum_{k=1}^{N} F(\sigma_i, \bar{\sigma}, \theta^k_i)$ for $\sigma \in \hat{\Sigma}$, where $\bar{\sigma}$ is the aggregate of $\sigma$, and $EF(\sigma) = \text{col}(EF_1(\sigma_1, \bar{\sigma}), \ldots, EF_n(\sigma_n, \bar{\sigma}))$. From the strict convexity of $f_i$, $EU_i$ is strict convex, and thus,

$$\langle EF(\sigma^t, H(\sigma^t)) - EF(\hat{\sigma}^*, H(\hat{\sigma}^*)), \sigma^t - \hat{\sigma}^* \rangle < 0.$$  

Combining with (11), $\sum_{i=1}^{n}\|\sigma_i^t - \hat{\sigma}_i^*\|^2 = \|\sigma^t - \hat{\sigma}^*\|^2$ is convergent. Furthermore,

$$\sum_{t=0}^{\infty} \alpha(t) \langle EF(\sigma^t, H(\sigma^t)) - EF(\hat{\sigma}^*, H(\hat{\sigma}^*)), \sigma^t - \hat{\sigma}^* \rangle < \infty.$$  

Since $\sum_{t=0}^{\infty} \alpha(t) = \infty$, there exists a subsequence $\{t_i\}$ such that

$$\lim_{t \to \infty} \langle EF(\sigma^{t_i}, H(\sigma^{t_i})) - EF(\hat{\sigma}^*, H(\hat{\sigma}^*)), \sigma^{t_i} - \hat{\sigma}^* \rangle = 0.$$  

Due to the strict convexity of $f_i$, $EF$ is strictly monotone, and thus, $\lim_{t \to \infty}\|\sigma^{t_i} - \hat{\sigma}^*\| = 0$. Since $\|\sigma^t - \hat{\sigma}^*\|$ is convergent,

$$\lim_{t \to \infty}\|\sigma^t - \hat{\sigma}^*\| = 0.$$  

Therefore, we complete the proof. □

Remark 5.3. Compared with existing works which were restricted in deterministic aggregative games [11, 14, 21], Algorithm [1] handles the equilibrium seeking problem on aggregative Bayesian games, and Theorem 5.1 provides its convergence to an $\epsilon$-BNE of $G$ with an explicit bound $\epsilon$. 
6. NUMERICAL SIMULATIONS

In this section, we provide numerical simulations to illustrate the effectiveness of Algorithm 1 on aggregative Bayesian games.

Consider a Nash-Cournot game played by 5 competitive firms to produce a kind of commodity. The costs of productivity, for example, the price of raw materials, are uncertain in the game, which is referred to the type $\theta = (\theta_1, \ldots, \theta_5) \in [1, 2]^5$ and $\theta_1, \ldots, \theta_5$ are independent and uniformly distributed over $[1, 2]$, respectively. For firm $i$, $i \in \{1, \ldots, 5\}$, it has a feasible action set $X_i = [0, 10]$ and cost function $f_i(x_i, \tilde{x}, \theta_i) = -(40 - 5\tilde{x})x_i + (3\theta_i + 0.5(i + 1))x_i^2$, where $\tilde{x}$ is the aggregate of actions. Each firm $i$ can only obtain the probability distribution of its own type $\theta_i$ and the average type $\tilde{\theta}$. Firm $i$ adopts a strategy $\sigma_i$, which means that when it receives a type $\theta_i \in [1, 2]$, it takes $\sigma_i(\theta_i) \in X_i$ as the quantity of the commodity to produce. The expectation of the cost and the aggregation function were defined in Section 3. Firms exchange their aggregates via a connected time-varying graph $G(t)$, which is randomly generated.

Firstly, we show the convergence of Algorithm 1. Fig. 1 presents the trajectories of strategies for different agents at some specific types under $N = 100$. We can see that the agents’ strategies at these specific types converge, which indicates the convergence of Algorithm 1 in Theorem 5.1.

Next, we verify the effectiveness of the discretization. Since Algorithm 1 generates an $\epsilon$-BNE of the continuous-type model $G$, we calculate the value of $\epsilon$ for different numbers of discrete points $N$. Denote $\epsilon_i$ as the difference of the expectations $EU_i$ at the BNE $(\hat{\sigma}_i^*, \hat{\sigma}_{-i}^*)$ and at the DBNE $(\hat{\sigma}_i^*, \sigma_{-i}^*)$, i.e., $\epsilon_i = EU_i(\hat{\sigma}_i^*, \sigma_{-i}^*) - EU_i(\sigma_i^*, \sigma_{-i}^*)$. Tab. I shows $\epsilon_i$ for different agents and $N$’s. Since $\epsilon = \max_{i \in I} \epsilon_i$, we find that $\epsilon$ tends to 0 as $N$ tends to infinity and is consistent with Theorem 4.4 that $\epsilon = O(\max_{i \in I} \max_{k \in [N]} (\theta_k^i - \theta_{k-1}^i))$.

7. CONCLUSION

In this paper, we considered an aggregative Bayesian game, which is a generalization of both Bayesian games and deterministic aggregative games. We handled the aggregation function with the incomplete-information situations. To break through barriers in seeking BNE, we provided a discretization method, and proved that the DBNE of the gen-
Table 1. The value $\epsilon_i$ for different agents and $N$'s.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_3$</th>
<th>$\epsilon_4$</th>
<th>$\epsilon_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>$3.60 \times 10^{-2}$</td>
<td>$1.20 \times 10^{-2}$</td>
<td>$1.16 \times 10^{-3}$</td>
<td>$4.33 \times 10^{-4}$</td>
<td>$7.28 \times 10^{-4}$</td>
</tr>
<tr>
<td>100</td>
<td>$1.62 \times 10^{-2}$</td>
<td>$6.23 \times 10^{-3}$</td>
<td>$8.02 \times 10^{-4}$</td>
<td>$1.96 \times 10^{-3}$</td>
<td>$3.45 \times 10^{-3}$</td>
</tr>
<tr>
<td>200</td>
<td>$1.40 \times 10^{-2}$</td>
<td>$7.09 \times 10^{-3}$</td>
<td>$3.75 \times 10^{-3}$</td>
<td>$1.91 \times 10^{-3}$</td>
<td>$8.24 \times 10^{-4}$</td>
</tr>
<tr>
<td>500</td>
<td>$4.80 \times 10^{-3}$</td>
<td>$2.20 \times 10^{-3}$</td>
<td>$9.64 \times 10^{-4}$</td>
<td>$3.05 \times 10^{-4}$</td>
<td>$7.44 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

The iterated discretized model is an $\epsilon$-BNE of the original model with an explicit error bound. On this basis, we proposed a distributed algorithm for the DBNE of the discretized model, namely an $\epsilon$-BNE of the continuous-type model, and proved its convergence. Because the dimension of the aggregation term can be very huge after discretization, which may cause problems in communications as discussed in Remark 4.5, we are trying to explore more efficient distributed designs that can reduce the resulting communication burdens.
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