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ACCESS STRUCTURES FOR FINDING CHARACTERISTIC-
DEPENDENT LINEAR RANK INEQUALITIES

VICTOR PENA-MACIAS

Determining information ratios of access structures is an important problem in secret shar-
ing. Information inequalities and linear rank inequalities play an important role for proving
bounds on these ratios. Characteristic-dependent linear rank inequalities are rank inequalities
which are true over vector spaces with specific field characteristic. In this paper, using ideas of
secret sharing, we show a theorem that produces characteristic-dependent linear rank inequal-
ities. These inequalities are then used for getting lower bounds on information ratios of some
access structures in linear secret sharing.
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1. INTRODUCTION

Secret sharing is a cryptographic protocol that consists of distributing a secret in several
messages or shares within a set of participants, in such a way that if a qualified subset
of participants shares their messages, these participants can discover the secret; but if
a non-qualified subset of participants shares their messages, these participants cannot
get any information about the secret [2 [B] [7]. A specific protocol with this property is
called a secret sharing scheme, and the collection of subsets of participants with access
to the secret is called an access structure. The efficiency of a scheme is measured by
information ratios which relates the size of the secret and the size of the shares. In secret
sharing, it is important to build efficient secret sharing schemes on an access structure.
Therefore, determining the best information ratio, known as the optimal information
ratio, is an important task.

A linear rank inequality is a linear inequality that is always satisfied by ranks (or
dimensions) of subspaces of a vector space over any field. Information inequalities are
a sub-class of linear rank inequalities [I0]. A characteristic-dependent linear rank in-
equality is like a linear rank inequality but this is always satisfied by spaces over fields
of certain characteristic and does not in general hold over other characteristics 3], 8, [].
Information inequalities have been useful to estimate lower bounds on the optimal in-
formation ratio of access structures and linear rank inequalities have been useful to
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estimate lower bounds on the optimal information ratio of access structures in linear
secret sharing, i.e. when secret sharing schemes have a linear structure [4]. To the best
of our knowledge, characteristic-dependent linear rank inequalities have not been used
for determining bounds in linear secret sharing schemes over specific finite fields but
due to the nature of distinguishing finite fields according to their characteristics, these
inequalities can be potentially useful. One area where these inequalities have been useful
for determining bounds is in network coding [1, [3, [§].

Contributions. In [5], Jafari and S. Khazaei developed a technique for proving
lower bounds on access structures in linear secret sharing schemes on finite fields with a
specific characteristic; the technique used access structures or matroid ports associated
with the Fano and non-Fano matroids. We note that this technique can be improved for
producing characteristic-dependent linear rank inequalities that also imply lower bounds
on information ratios in linear secret sharing. In order to achieve this, we study some
properties of vector spaces over finite fields related to complementary subspaces, we use
known concepts of access structures such as qualified or non-qualified sets to facilitate
the description of the properties. Then, using the vector deletion technique of Blasiak
et al. in [I] which was improved in [8 @], for each n > 3 we get a pair of inequalities
that are true in any vector spaces over finite fields with specific field characteristic; these
inequalities can be obtained as long as there exist binary matrices whose determinant
is greater than one. We show some concrete inequalities using a well-known class of
matrices and compute some lower bounds of optimal information ratios in linear secret
sharing associated with access structures or ports of representable matroids over specific
fields.

Organization of the work. In section 2 we study concepts and properties of infor-
mation theory and vector spaces. We show the technique for producing characteristic-
dependent linear rank inequalities which is summarized with a theorem. We then in-
troduce concrete inequalities as a corollary. In subsection 2.1 we study some concepts
of linear secret sharing and we compute lower bounds on information ratios of some
matroid ports in linear secret sharing.

2. INEQUALITIES

Let X1, ..., X;n, X, Y be subspaces of a finite dimensional vector space V over a finite
field F. Let Y X, be the span of X;, i < m. We use the language of information theory,
the dimension of a subspace is referred as the entropy, H(X; : i <m) := dim (>_ X;).
The mutual information of X and Y is given by I(X;Y) := dim (X NY). The codimensi-
on of X in V is codimy (X) = dim (V) —dim (X) and we have the conditional informa-
tion H(X | Y) := codimx (X NY).

Let P be a proper subset of prime numbers and Iy, ..., IxC [m] = {1,...,m}.
Let o; € R, for ¢ < k. An inequality of the form ) oH (X, :j € ;) > 0 is called a
characteristic-dependent linear rank inequality if it holds for all vector spaces Xi, ...,
X,, over a finite field whose characteristic is in P, and does not in general hold over
other characteristics. Besides, the inequality is called a linear rank inequality if it holds
for all vector spaces. Examples of such inequalities can be found in [3] 6] [8, [I].

We say that {X;} is qualified with respect to C if C < Y X; and non-qualified
with respect to C' if C N> X; = O. Secondly, we say that {X;} is minimal qualified
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with respect to C' (for short, minimal qualified) if {X;} is qualified and {X;},,; is non-
qualified with respect to C, for each j; if we additionally have that {X; : i # 7} U {C}
is minimal qualified with respect to X; for j < m, then (X1,...,X,,,C) is said to be a
tuple of complementary vector spaces.

A complement to a subspace of a vector space is another subspace which forms a direct
sum; such spaces are mutually complementary. Therefore, a tuple of complementary
vector spaces is a tuple of m + 1 subspaces such that any m of them are mutually
complementary and their span contains the missing subspace. Moreover, each non-zero
vector of any of these subspaces can be uniquely written as a sum of non-zero vectors of
the other subspaces; this implies that the subspaces have the same dimension.

Lemma 2.1. Let Xy, ..., X,, and C be subspaces of a finite dimensional vector space
V such that {X;} is minimal qualified with respect to C. Then, there exist subspaces
X, < X; for i < m with dimension H (C) such that (Xl,...,Xm,C) is a tuple of
complementary vector spaces and {X;}, 2 18 non-qualified with respect to X; for j < m.

Proof. In case C or some X; are equal to {0}, we take X; = {0} for all i. Otherwise,
we assume that all subspaces are different from zero space. Let (e;) be a basis of
C. Using that {X;} is qualified, we obtain that each e; can be written as > ;e] with

¢/ € X;. Define X; = <eg :j>; we ensure (Xi,..., Xy, C) is the desired tuple. Take
T =iy ,qel € Xi N E#kX,» and define ¢ = iaze; € C for getting ¢ = ) .a; jeg
=Die) + > iie] =+ 305 aie]. We have ¢ € 35, X; while {X;},, is
non-qualified, so o; = 0 for each 7, in other words z = 0. Hence, {XZ-}#,C is non-qualified
with respect to X for & < m. This also proves that X, ¢ < n are minimal qualified

with respect to C. On the other hand, fixed j, by definition of the subspaces X, i<n,
we have Xy, ..., X;_1, €, Xj1, ..., X are qualified with respect to X; and they
are minimal qualified because otherwise we can get a subcollection of the subspaces X;

i < n, i # j, that would not be non-qualified with respect to C. The proof is completed.

O
Let n > 3, we always consider a family # = {by,...,b,} of non-empty subsets
of [n]. From this family, we can obtain a n x n binary matrix B = (b;;) where

1 ified; . . .
bij = HPEL  The following statement is a consequence of previous lemma.
J 0  other case

Lemma 2.2. Let A; for i < n, By for b € % and C be subspaces of V such that
{4;:i<n}and {ZinAi, By} for b € 8 are minimal qualified with respect to C. Then,
there exist subspaces with dimension H (C), 4; < A; for i <n, A® < Zz‘ebAi and By <
By for b € £ such that (1211, e ,/LL,C’) and (Ab,Bb,C) are tuples of complementary
spaces.

Consider the subspaces whose existence was proved in previous lemma; they are not
necessarily uniquely determined but we fix them. We can define the linear mapping ¢p :
Zi A 3 . —
C — @be‘@%bmziebgi given by ¢p (c) = > ,cp [Zigbai} AP, A where ¢ = ) .a;,
a; € A;.
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Lemma 2.3. Let A; for i < n, B, for b € £ and C be subspaces of V' such that {4;}
and {Ai2i¢b7 Bb} for b € # are minimal qualified. Then

[n+1JH(C) < > H(A;:i¢b)+Hker(op)).
beB

Proof.
From mapping ¢p, H(C) — H (ker (¢5)) < Spes (H(A;:i¢b) —T(A%A;:i¢b)).
Using H (Ab) =H(C) and Ab, A; < ZiebAi’ we obtain the inequality as follows

H (C) — H (ker (¢p)) + nH (C) < H(C) — H (kergp) + Y _H (A’
be A

<[H(A4:i¢b)+H(AY) —T(A%A4;:i¢b)]

=) H(A" A;:ig¢b)
beAB
< ZH ;11 ¢ D).
beA
O

Proposition 2.4. Let A; for i < n, By for b € % and C be subspaces of V' over a finite
field F whose characteristic does not divide ¢ = det B such that {A4;} and {ZngAu By}
for b € % are minimal qualified; {B;, : b € %} and {3, ,4i, By} for b € % are non-
qualified. Then ker (¢p) = {0}.

i€b

Proof. Letc=),a;€C, a; € A; such that <pB (¢) = 0, we have to show ¢ = 0. For
b € A, we obtain Zz¢bal e A. From Lemma there exists (unique) b, € By < By
such that ZZ pait+by € C. Hence, . ,a;—by = c— (Zngaz + bb) eCn (ZlebA + Bb)
Observing that {ZzEbA“ Bb} is non-qualified, we have ), cp@i = by and this holds for
any b € %. We then obtain the matrix equation B(al)Kn = (bp)peg- Since the
characteristic of F does not divide t = det B, the matrix B is non-singular. Therefore,
each a; can be written as a linear combination of by, b € 4, which implies that ¢ €
> pez By, but {By : b € %} is non-qualified, we get ¢ = 0. O

Corollary 2.5. Let A; for i < n, By for b € & and C be subspaces of V' over a finite
field F such that {4;} and {ZinAi, Bb} for b € % are minimal qualified; {ZiebAi’ Bb}
for b € % is non-qualified. Then, for b € % the mapping ¢% : ker (pp) — By given by
#% (c) := by is an one-to-one linear function. Also, if the bth column of B is a linear
combination of the columns of the submatrix Bx, X C %. Then, ¢% (ker (p5)) C

ZxEXBl"

There is a correspondence one-to-one between the families % with size n and the set
of n x n binary matrices. Permutations of the columns of a matrix are equivalent to
writing the members of & in a different order; the determinant of B can take other sign
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or not. Depending on the finite field where the entries of B are defined, the matrix can
be singular or not. We take advantage of these properties in order to use the previous
propositions for producing inequalities. For any spaces, we find subspaces that satisfy
those properties; we use the deletion technique of [I] which consists of finding convenient
complementary spaces. It should be noted that these subspaces are not unique but we
fix them. We summarize in the following theorem.

Theorem 2.6. For any n X n binary matrix B such that det B =t > 1. Let A; for
i < n, B, for b € # and C be subspaces of V over a finite field F. The following
inequalities are characteristic-dependent linear rank inequalities:

— If the characteristic of F does not divide ¢, then

ZH i ¢ b)+H(C[Ai:i<n)+ Y Hyes (C| A, By i ¢ b)

n+1
+ beRB be R

+ZICA A+ Y (OB + > 1(C; A, By i €b)+1(C;By b € B).
be#B beAB

— If the characteristic of F divides t, then for d € 4

H(C) <

_n+2<ZH 1i ¢ b) +H(Bd)>+H(C’A¢:z‘§n)

be A

H(C|By:be B)+ Y H(C|A;,B,:i¢b) +ZICA SET)
be#

+Y I(C;By) + > 1(C;A;,By:i€b)+ > 1(C;Bo:c€ B —b)
be# be A be#

The inequalities do not in general hold over fields whose characteristic is different
to the mentioned. Counter examples would be in V = GF (p)", take the vector spaces
A; = (e;) for i < n (vector with i-th component equal to 1 and the others 0), B, = (by)
for b € # (the b-column of B) and C' = (3" e;) (vector with 1 in all components). Then,
when p divides ¢, the first inequality does not hold; and when p does not divide ¢, the
second inequality does not hold.

Proof. Let F be a finite field whose characteristic does not divide ¢. For proving the
first inequality we need to get subspaces of A; for i < n, By for b € %, and C that
satisfy hypotheses of Proposition Let Co:=CNY AN Nyen (ZigbAi + By). We
have
H(C|Co) <H(C|A;:i<n)+ Y H(C|A;,B,:ig¢hb).
be#

Recursively for i < n, denote by C; a subspace of C;_1 which is a complement to ) j 7MAj
of C;_1 + Z]#A We have H(C;—1 | C;) < I(C;A;:j5#1). Let Cy = C,,, we have

H(Co | Co) <351 (C5Aj 1 j # ). Recursively for each b; i < n, denote by C; a subspace
of C;_1 which is a complement to By, of C;_1 + By,. We have H( -1 | C’) <I(C; By,).
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We denote Cy := C,,, then H (C_'O | é’o) < D bl (C; By). Again recursively for each

b; i < n, denote by C; a subspace of C;_; which is a complement to Zjebi Aj + By, of

Cit + X en,Aj + B, WealsohaveH( - 1\C)§I(C;Aj,Bbi:jebi). Then

H(C’o | C*n) < S I(C; A, By j€b).
beA

Finally define by Ca subspace of C,, which is a complement to > pezBy of éﬂ+2b€ 2B
We have H (C‘n | C‘) <I(C;By:be #). Hence,

H(C’|C‘) :H(C|Co)+H(C0|CO)+H(C‘0|C‘o)+H<C‘0\C‘n)+H(C‘n|C‘>

<H(C|Aj:i<n)+ ) H(C|A;,By:i¢b) +ZIC’A SEX)

be B
+Y I(C;By) + > 1(C;A;, By :i €b)+1(C;By: b € B).
be B be#

We have {4;} and {ZngAzaBb} for b € % are minimal qualified with respect to C;
{By:be B} and {},.,Ai, By} for b € B are non-qualified. Applying Proposition [2.4] .
we have ker (¢p) = {0}. Therefore, from inequality in Lemma [2.3]

n+1H ( ) STH(Aigh).
be A
Using the last two inequalities, we obtain the desired inequality:

H(C)-H(C|A;:i<n)=Y H(C|A,By:i¢b)—Y 1(C;A;:j#i)— Y 1(C;By)

beA % beB

=S UG A By i€ b) —1(C5 By be #) <H(C )<7ZH Ligb).
be#
For proving the second inequality, let F be a finite field whose characterlstlc divides t.
Let C) == CNY AN Zbe@Bb N(Nyes (O_; ¢ bA; + By). We apply to Cj the same
argument applied to space Cp in the proof of the first inequality, we therefore obtain a
subspace Cy := €, such that

(C\C’O)<H(C|A i<n)+H(C|ByibeB)+Y,  H(C|AiBy:i¢h)

+ZICA A0+ > OBy + Y T(C; A, By:i€b).
beA be#B

Recursively, for i < n, we denote by C;, a subspace of C;_; which is a complement to
Seis—0,Bo of Ciot + ey, B we have H (Cioy | C) ST(C3By i b€ B~ bi). We
define ¢ := C,, and the following inequality holds

H(C|é):H(C|éo)+H(éo|c)
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H(C|A;i:i<n)+H(C|By:beB)+ Y H(C|A;,By:i¢hb)
be A

+Y 1(C; By) —i—ZI C;Aj:j#i)+ Y 1(C;A;,By:i€b)+ > 1(CiBo:ic€ B—0).
beRB beB beB

We have {A;}, {Bp},c4 and {ZigébAiv By} for b € 2 are minimal qualified with respect

to C; and {3V A;, By} for b € £ is non-qualified. Applying Lemma [2.3] we have

[n+1]1H ZH ;1€ b)+ H(ker (pg)).
be#

Furthermore, as B is singular over fields whose characteristic divides ¢, there exist d € &
and X C £ such that the d-th column of B is a linear combination of the columns
indexed by members of X. So, from Corollary H (ker (pp)) < I(Ba; By : b € X).
Moreover, as {Bp},c is minimal qualified, from Lemma we take a subspace By

of By with dimension H (C) such that {B, : b € % — d} is non-qualified with respect to
By. We have

H(C)+1(Bg;By:be X)<H(By)+1(Bg;By:be B—d) <H(By).

This implies H (ker (¢p)) < H(By) — H (C). Therefore,

[n+2/H(C) <> H(A;:i¢b)+H(Bg).
be R
We obtain the desired inequality:

H(C)-H(C|Ai:i<n)-H(C|By:be®B)— > H(C|A;,By:i¢bh)
beB

—ZI(C;Aj j A =D 1(C;By) = Y 1(C; Ay, By i €b)

beA be A

~> 1(C;B.:ce Z—b) <H(C)
be#B

<ZH D¢ b) +H(Bd)>.

beERB
0

This theorem produces characteristic-dependent linear rank inequalities as long as
there are suitable binary matrices. We now produce some characteristic-dependent linear
rank inequalities using a convenient class of matrices. Let n > 3, define the n x n binary

matrix B,, = (b;;) given by b;; = { 0 £6=J  Then the determinant of B, isn—1.

1 other case
We have the following consequence.

Corollary 2.7. Let A; i < n, B; i < n and C be subspaces of V' over a finite field F.
The following inequalities are characteristic-dependent linear rank inequalities:
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— If the characteristic of F does not divide n — 1, then

ZH D+H(C|A:i<n) +ZH (C'| Ai, By)

n+1
Y T(CiA; 1 j#i)+ Y 1(C;Bi) + > 1(Ci A, By j #i) +1(C;B; i < n).

— If the characteristic of F divides n — 1, then

H(C) (ZH )+ H( Bl)>+H(C|Ai:i§n)

H(C|B;i:i<n)+» I(C;B;))+ Y H(C|A;,By)
+ZI(C;Aj ;j¢i)+ZI(C;Aj,Bi ;j;éi)+21(c;3j i £d).

Other matrices can still be studied for finding inequalities. Let n > 7 and ¢ integer
such that 2 < ¢t < L"T_lJ —land m =n—t—2. Let b; = Zjﬂej and define the
m X m-matrix Bfn with ¢-column b; for 1 < i <t+1 and e; for t +2 < i < m. The
determinant of B}, is £t. Moreover, the 10 x 10 matrix shown in [9] can be obtained
from B? and Bj.

2.1. Inequalities and linear secret sharing

Secret Sharing is an important component in many kinds of cryptographic protocols
[20 @, [7]. In a secret sharing scheme, a secret is distributed into shares among a set of
participants in such a way that only the qualified sets of participants can recover the
secret value. We are interested in secret sharing over linear structures; this area is known
as linear secret sharing. So, we restrict the concepts of secret sharing to the linear case,
but the general theory can be easily followed by replacing vector spaces with random
variables.

An access structure, denoted by I' on a set of participants P, is a monotone increas-
ing family of subsets of P. A set of participants X is said to be qualified if X € T
and non-qualified if X ¢ T'. A minimal qualified set is a qualified set such that any
proper subset is non-qualified. Consider a special participant ¢ ¢ P called dealer.
A linear secret sharing scheme on P with access structure I' is a tuple of subspaces
¥ = (As) e pugey such that the following properties are satisfied H (Ac) > 0; if X is qual-
ified, then H (A, | A, : x € X) = 0; if X is non-qualified, then I(A.; A, : 2 € X) = 0.
The subspace A, is the secret and the shares received by the participants are given by
the subspaces A,, x € P.

The information ratio o (X) of the linear secret sharing scheme 3 is given by o (¥) =
maxzepH((A‘)). The optimal information ratio A (T') of an access structure T' is the
infimum of the information ratios of all linear secret sharing schemes for I'. In case we
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want to specify the characteristic of the field, the optimal information ratio is written
with a subscript.

The following linear programming problems are useful for calculating bounds on in-
formation ratios [4].

Problem 2.8. For any access structure I' on a set P with leader ¢ ¢ P, the optimal
solution & (T") of the linear programming problem is to calculate min v such that

(i) v > f(x) for each z € P.

(i) f(XUc) = f(X) for each X C P with X €T.
(iii) f(XUc¢)=f(X)+1 for each X C P with X ¢ T.
(iv) Linear rank inequalities.

Consider a linear secret sharing scheme 3, with access structure I'; then the mapping
given by h(X) := %H(Az cx € X), for X C P U {c}, satisfies the conditions of
problem. Therefore, h is a feasible solution and we have x (I') < A(T'). In case we
add inequalities that are true over fields with characteristic p in constraint (iv), we
obtain a linear programming problem whose optimal solution, denoted by &, (I"), holds
iy (1) < A, (D).

A linear secret sharing scheme is said to be ideal if its information ratio is equal to 1.
An access structure that admits an ideal secret sharing scheme is called ideal. Given a
matroid M with ground set PU{c} and rank function r. The port of M at c is the access
structure on P whose qualified sets are the sets X C P satisfying r (X Uc) = r (X).
Every ideal access structure is a matroid port and « (I') = 1; moreover, r (') > 2 if T is
not a matroid port [7].

Let p be a prime number and consider the previously defined matrix B,, or its family
of subsets denoted by %,,. Define a representable matroid associated to the vectors e;
for i < n, b, for b € %, and ¢ = > e; over a finite field with characteristic p and take
the access structure I';, obtained from the port at c. For example, I's is a port of Fano
matroid and I'y, ¢ # 2, is a port of non-Fano matroid.

We then have a matroid port I', with 2n participants labeled as follow x; for i < n,
xp, for b € A,. We note that {z; : i <n} and {z; : i ¢ b} U{xp} for b € B, are minimal
qualified; and {z; : ¢ € b} U {z3} is non-qualified for b € %,,. When p divides n — 1, we
have that {z} : b € %, } is non-qualified; whereas when p does not divide n — 1, this set
is minimal qualified.

It is clear that I', is ideal over a finite field with characteristic p but we do not know
anything about the linear information ratio over fields with characteristic other than p.
Inequalities in Corollary can be used as constraints in Problem for getting lower
bounds on these ratios; the first inequality implies a constraint that must be satisfied by
linear secret sharing schemes over fields whose characteristic does not divide n — 1 and
the second inequality implies a constraint that must be satisfied by linear secret sharing
schemes over fields whose characteristic divides n — 1.

In effect, let I', such that p divides n—1 and consider Problem With the constraint
over fields whose characteristic does not divide n — 1 given by Corollary 2.7 We have
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that f (z) < v for any participant « and f (¢) = 1. The values of f corresponding to
conditional information or mutual information that appear in the constraint are equal
to 0. Thus, the constraint directly implies 1 = f(¢) < n%rlzrf (z) < ;45v; in other
words, kq () > v > "TH where ¢ does not divide n — 1. In a similar way, using the
other constraint with an access structures I', such that p does not divide n—1, we obtain
the lower bound Z—ﬁ on Ky (I'p) where ¢ divides n — 1. We summarize in the following

proposition.
Corollary 2.9. Let F be a finite field with characteristic p and n > 3. We have:

e If p divides n — 1, then the access structure ', is ideal over F and A, (I'p) > "T'H
for any finite field whose characteristic ¢ does not divide n — 1.

e If p does not divide n—1, then the access structure I’ is ideal over F and A, (T',) >

Z—ﬁ for any finite field whose characteristic ¢ divides n — 1.
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