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The most algorithms for Recommender Systems (RSs) are based on a Collaborative Filtering
(CF) approach, in particular on the Probabilistic Matrix Factorization (PMF) method. It is
known that the PMF method is quite successful for the rating prediction. In this study, we
consider the problem of rating prediction in RSs. We propose a new algorithm which is also
in the CF framework; however, it is completely different from the PMF-based algorithms.
There are studies in the literature that can increase the accuracy of rating prediction by using
additional information. However, we seek the answer to the question that if the input data does
not contain additional information, how we can increase the accuracy of rating prediction. In
the proposed algorithm, we construct a curve (a low-degree polynomial) for each user using the
sparse input data and by this curve, we predict the unknown ratings of items. The proposed
algorithm is easy to implement. The main advantage of the algorithm is that the running time
is polynomial, namely it is θ(n2), for sparse matrices. Moreover, in the experiments we get
slightly more accurate results compared to the known rating prediction algorithms.
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1. INTRODUCTION

Based on the exact but partial information, predicting unknown values may be encoun-
tered in many real-life problems and engineering applications. To tackle this problem,
Collaborative Filtering (CF) approach which is widely used in Recommender Systems
(RSs) applications is offered in the literature. This approach is based on the assumption
that users’ future behaviours are connected with their past behaviours. Thus, users’
preferences that are not stated can be estimated by their past evaluations. For example,
suppose that a user is searching a movie to watch, but he/she has not yet made a choice.
If this user trusts an RS, he/she will follow its recommendation. Therefore, the aim is
to create a reliable RS based on the data already obtained. From the movie perspective,
the input data and the problem can be described as follows: some of m users watched
some of n movies, and gave scores them ranging from 1 to 5. Hereafter 0 means that
no score is given. Our goal is to predict the score that a user would give to a movie
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after watching it, provided that he/she did not watch it before. This problem can be
mathematically formulated as follows: m × n matrix A is given partially: some of its
entries are known while others are unknown. Our goal is to estimate unknown entries of
the matrix by using the known values. The dimensions of the matrix A in the real world
applications would be large enough, because there are lot of users and lot of movies.
However, the total number of users who watch movies and give scores after watching
movies is not so much. Therefore the rating matrix is sparse: a relatively few number
of entries are known.

Many valuable studies related to RSs have been performed up to now, but the subject
has not lost its importance. Furthermore, the researches on RSs have been increasing
significantly in recent years. Early studies on RSs were performed towards the end
of the 1990’s. The first study was done by [32]. In this study, the authors first pro-
vided the scientific concept of “recommender systems” and created RSs for a particular
case. The most widely used approach for RSs is CF which was developed by [31]. Var-
ious research projects have produced different approaches for RSs. These approaches
are Content-Based Recommendation Systems (CBRS), Collaborative Filtering Recom-
mendation Systems (CFRS), Trust Based Recommendation Systems (TBRS), Hybrid
Recommendation Systems (HRS) and Social Networks Based Recommendation Systems
(SNBRS). In fact, the main idea of CF: “the past behaviors of the users determines their
future behaviors” exists in all these systems [22]. In the CBRS, newly introduced prod-
ucts are generally not recommended to users. [33] developed an item-based collaborative
filtering method and this method generalized by [6] for a group of users. These methods
in which the similarity indices between the users were utilized [3] are types of CFRS.
There are many studies on TBRS. Some of them used given trust information between
users [17], the others performed the trust computation using rating values [38]. HRSs
were created by combining RSs with different techniques such as fuzzy logic or merg-
ing different types of RSs, to overcome the limitation of particular RSs such as CBRS
and TBRS [11, 16]. In recent years, with the wide use of social networking platforms,
SNBRSs have been created and in these systems the needed data on users preferences
are mined from social networks [26]. Meo et al. [12] proposed combining CF-based
matrix factorization and social friendship information to provide more accurate recom-
mendations. As we mentioned above, generally the CF approach is utilized to create
RSs. The most used CF approaches are neighbor-based CF and Probabilistic Matrix
Factorization (PMF). The most typical examples of neighbor-based CFs are user-based
and item-based CF approaches. They utilize the similarity indices between the users
and the items, respectively [33].

Hoffman developed PMF that is based on the computing user preferences by involv-
ing hidden factors [19]. Although this method gives acceptable results, it has some
shortcomings:

• It is very sensitive to small changes in the input data;

• It cannot produce reliable predictions for new users and new products;

• It does not perform well on very sparse datasets.
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Several studies have been performed to overcome some of these shortcomings [4, 23,
27]. Since there are uncertainties in the formulation of the problem, some researchers
suggest to use fuzzy logic in building RSs [10].

Besides the above-mentioned methods; the graph-based clustering algorithm [13], CF
method based on artificial neural network [1], a higher-order sparse linear method [9]
were used for RSs (see [40] for an overview). As a new stage in this direction, new RSs
can be developed by the in-depth study of properties of the products. Several practical
examples illustrating this trend can be found in [24].

[14] proposed a hybrid approach that uses both the Radial Basis Function Network
(RBFN) and CF methods. [15] reviewed different aspects of large-scale social RSs. They
summarized the difficulties encountered in such RSs and discuss ways to overcome some
of them. [20], based on multi-party random masking and polynomial aggregation, pro-
posed confidentiality preserving CF scheme on arbitrary distributed data of healthcare
services. [21] constructed a new genetic-based CFRS. Their RS combines both the neigh-
borhood models and the latent factor models. The authors only dealt with active users
and their corresponding items. [29] built hybrid RSs based on CF and ontology. It is
known that all RSs have two main drawbacks: sparsity and scalability. To avoid these
drawbacks the authors used dimensionality reduction and ontology methods. [8] also
employed dimensionality reduction coupled with normalization to obtain denser data.
They introduced a CFRS algorithm that constructs a dynamic evolutionary clustering
model and make predictions based on correlation between users. [36] proposed hybrid
knowledge-based RS to learners for choosing an e-learning resource. Their RS is based on
sequential pattern mining and ontology. [30] constructed an emotion-aware RS, which is
based on the fusion of hybrid information. They used three types of information (users’
rating data, users’ social network data and sentiment data from user reviews) to analyze
the users’ features. It is clear that user rating data and user social network data are
explicit information, however sentiment data is emotional information. [39] considered
a PMF model for multiple social networks. The authors used joint recommendation
framework which is based on joint probability distribution. They applied the model to
different kinds of social networks with the various distribution functions of the similarity
of user preferences. [2] proposed a method which predicts the success of a movie in terms
of ratings and temporal popularity. [35] proposed a new measure to calculate user–user
similarities and used these similarities as a weight in item-based CF. [41] provided a
method using the advantage of involving the item title, which contains important in-
formation about the product and plays an important role in attracting users’ attention.
[18] developed a rating prediction system based on reviews.

As we explained above, the approaches, proposed so far to solve the rating prediction
problem, are based on either the similar users, or the spectral characteristics of the
input matrix. In most approaches that utilize similarity between users, in the process
of making a decision, for the user under consideration, k users are determined that are
most similar to him. These users are interpreted as neighbors in some algorithms. The
choice of the value of k is a critical issue. If it is chosen large, then the accuracy of
the approach may become low: Involving unrelated neighbors preferences may decrease
the accuracy of the prediction. On the other hand, if the value of k is chosen to be
smaller than it should be, the method may miss some useful information. Therefore,



A new curve fitting based rating prediction algorithm for recommender systems 443

deciding on the number of nearest neighbors is not an easy task. To be able to determine
the nearest neighbors we need to compute similarity values between all users. This
computation requires a significant amount of time. The other approaches based on the
spectral characteristics of the input matrix may produce predictions regardless of the
order of users and products. In the CF approaches and PMF techniques with which
we compare our proposed method, the only information available is the user ratings for
placed products. We also use only rating information in our proposed method. In this
paper, we create a function with the help of the known entries of the input matrix, and
we transform the problem to the classical curve fitting problem. We test our proposed
algorithm on MovieLens100K, MovieLens1M and LastFM datasets. We prove that the
complexity of the proposed algorithm is θ(n3) in worst case and it is θ(n2) for a sparse
input matrix.

2. BACKGROUND

2.1. CF Techniques

RSs can basically be classified into two main classes: collaborative filtering RSs (CFRS)
and content-based RSs (CBRS). CFRSs assume that there is a strong connection between
the past preferences and the future choices of a user. CF methods can be divided in two
main subgroups. Memory-based methods are also known as k-neighbor methods and are
based on similarity values between users or items. Many different approaches to find the
similarity were proposed. In order to evaluate similarity weights, some of them use only
the user-item rating matrix, others may use an additional information, such as trust. In
this study, we will only use user-item rating matrix and utilize the following similarity
metrics: Pearson’s Correlation Coefficient (PCC), Extended Jaccard Coefficient (EJC),
and Vector Cosine Similarity (VCS). These similarity metrics are used to measure the
proximity of rating vectors of two users, e. g. user a and user b, and to find k close
neighbors of user a.

PCC is a measure of the degree of linear relationship between rating vectors of two
users (a and b). It is computed as:

PCC(a, b) =

∑
i∈Iab

(ra,i − r̄a)(rb,i − r̄b)√∑
i∈Iab

(ra,i − r̄a)2 ·
√∑

i∈Iab
(rb,i − r̄b)2

(1)

where r̄a and r̄b are the mean of ratings that are given by the users a and b, respectively.
Iab is the set of items that are rated by both users.

EJC computes the degree of overlap between the ratings given on commonly rated
items by two users. EJC is defined as:

EJC(a, b) =

∑
i∈Iab

(ra,irb,i)∑
i∈Iab

(ra,i)2 +
∑

i∈Iab
(rb,i)2 −

∑
i∈Iab

(ra,irb,i)
(2)

VCS measures the cosine of angle between rating vectors of two users:

V CS(a, b) =

∑
i∈Iab

(ra,irb,i)√∑
i∈Iab

(ra,i)2 ·
√∑

i∈Iab
(rb,i)2

(3)
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Along with the above similarity metrics, we also consider a special case, namely,
Random Similarity (RND). For two users a and b, RND assigns a random value in the
range from 0.0 to 1.0 as the similarity value between them.

Each of those four metrics actually computes wa,b that is the similarity weight between
user a and user b. Since ra,i ≥ 0 and rb,i ≥ 0, the range of this weight value is 0.0 -
1.0 (For PCC, the range is [-1, 1]). High weights mean that user a and user b are quite
similar with respect to item preferences. The computed similarity weights between users
can be used to generate predictions. CF’s main goal is to predict user a’s preference on
item i (i. e. the value pa,i) based on the preferences of his neighbors. The k most similar
neighbors are used in the prediction procedure (where k is a specified parameter). The
following formula will be used to compute pa,i.

pa,i =

∑
b∈Ua

(wa,brb,i)∑
b∈Ua

wa,b
(4)

where Ua is the set of k users most similar to user a. rb,i represents the rating of user
b on item i. wa,b shows the similarity weight between user a and user b. There are
other memory-based approaches that aim to improve the prediction (4). Some of them
use different similarity metrics that includes additional information like trust ratings or
review ratings. The step by step algorithm for a user-to-user CF is as follows:

• Step 0: Specify the number of neighbors, k. Initialize variables.

• Step 1: In order to compute similarity values between each pair of users (say, a
and b), for example in the frame of PCC, we have to do the following substeps:

– Find the set Iab of commonly rated items

– Compute user’s average ratings r̄a and r̄b

– Compute the similarity value wa,b by formula (1)

• Step 2: For each user a, find the set Ua of his most nearest k neighbors with
respect to similarity value.

• Step 3: Compute the predicted rating pa,i of the user a on a given item i by
formula 4 .

As stated above, in this study, the m×n user-item rating matrix A is assumed to be
very sparse. In this matrix, each row vector ua represents user a’s ratings on n items,
each column vector vi shows m users’ ratings on item i. The values of many of the
components of these vectors are missing. Due to this circumstance, rating spaces (for
users and for items) can be reduced in dimensions. For this purpose, each of the sets of
users and items can be divided into k subgroups consisting of members highly similar to
each other [25]. As a result, the rating spaces for both users and items can be reduced
to a smaller dimension k. Therefore, each user and each item can be represented by
k-dimensional vectors. There are several dimensionality reduction algorithms such as
Singular Value Decomposition (SVD), Principal Component Analysis (PCA) and Matrix
Factorization (MF). They are considered as possible solutions for the prediction of user
preferences.
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MF is a model-based CF approach and basically represents users and items by latent
vectors inferred from user-item rating matrix. MF models map users and items into a
latent factor space with a specified dimension (k). Each user in the dataset has its own
latent factor vector with k elements and each item has a latent vector with k factors.
The inner product of those vectors actually produces the predicted preference pa,i of
given user a on a given item i [7]:

pa,i = (ua)Tvi (5)

where ua is user a’s latent-factor vector and vi is item i’s latent-factor vector. To learn
those vectors, MF aims to minimize the regularized square error on the set of ratings of
training dataset. There are several matrix factorization techniques that aim to improve
the accuracy of predictions compared to the base method. In recent years, some studies
have been carried out to improve the method of non-negative matrix factorization. The
study of [37] is one of the best examples of these kinds of studies. In the study, the
authors proposed the distributed non-negative matrix factorization algorithm instead of
the classical non-negative matrix factorization algorithm and obtained better results in
terms of both processing time and accuracy.

SVD factorizes the rating matrix R into three matrices as follows:

R = UΣV T (6)

where U is an m ×m orthonormal matrix, Σ is an m × n rectangular diagonal matrix
whose diagonal entries are non-negative real numbers and V is an n × n orthonormal
matrix. The diagonal entries σi of Σ are called the singular values of R.

SVD is well-defined when the matrix is complete. In our problem, ratings matrix is
very sparse. To use SVD, we need to provide default values for missing ratings. Average
rating of a user (or average rating for an item) may be used as a default value and that
approach is named as imputation. Another solution is to compute SVD using normalized
ratings matrix; in that method missing values are considered as 0. Alternatively, several
approaches have been proposed to estimate SVD using only known ratings like least
squares or gradient descent.

2.2. Accuracy metrics for RSs

The accuracy of the RSs is measured by several metrics. The most used metrics are
Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). The formulas of
these metrics are as follows:

RMSE =

√√√√ 1

|S|
∑

(a,i)∈S

(r̂a,i − ra,i)2 (7)

MAE =
1

|S|
∑

(a,i)∈S

|r̂a,i − ra,i| (8)
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where S ⊂ {(a, i)|ra,i > 0} is the test dataset, |S| denotes the number of elements
(ratings) in this set. ra,i represents original rating value that user a gave to item i, r̂a,i
represents predicted rating value that is produced by RSs.

RSs aim to minimize the values of RMSE and MAE. Based on the results of our
observation, we concluded that improvement of existing algorithms cannot reduce these
values significantly. We believe that in order to solve the problem, a completely new
algorithm should be developed. In this paper, we propose such a new algorithm.

3. RAPAL: RATING PREDICTION ALGORITHM

In this study, we convert the recommendation problem to a curve fitting problem.
The details can be found in Algorithm 1. We name our proposed algorithm as RAPAL.
This name is formed by using the first one or two letters of the expression “Rating
Prediction Algorithm”.

We can briefly describe the algorithm as follows. We pass rows of the rating matrix
one by one. Suppose the current passed row is the ith row. If there is no empty cell
(zero element) in this row, then we do not perform any actions and continue with the
next row. Otherwise, we pass the elements of the ith row one by one. For each non-zero
element, say y = A[i, j], we determine the average x of non-zero elements in the jth
column, except y = A[i, j] itself, and create a pair (x, y). The meaning of this pair for
the considered problem is as follows: while the average score given by other users for
the jth item is x, the score of the ith user for this item is y. In this manner, we generate
all (x, y)-pairs for the current ith row. Let them be (xj , yj), j = 1, 2, . . . , l. Thereafter,
we determine a function y = f(x), which fits all these (xj , yj)-pairs. (The function
y = f(x) expresses how critical or tolerant the current jth user is when compared to the
“average” user). We use 1st, 2nd and 3rd order polynomials as the y = f(x) function in
our algorithm. Thus, y = f(x) = c0 + c1x+ c2x

2+ . . . +cpx
p (where p = 1, 2, or 3), and

the task is to find the coefficients c0, c1, c2, . . . , cp. We use the least squares method to
determine the values of coefficients.

Let C =


c0
c1
c2
...
cp

 , Y =


y1
y2
y3
...
yl

 and W =


1 x1 x21 · · · xp1
1 x2 x22 · · · xp2
1 x3 x23 · · · xp3
...

...
...

. . .
...

1 xl x2l · · · xpl

.

Then, the coefficients are found as C = (WTW )−1WTY , where WT denotes the trans-
pose of the matrix W , and (WTW )−1 is the inverse matrix of WTW .

Finally, for each empty cell in the current ith row, the average value of non-zero
elements in the column of this empty cell is computed (aC, in the algorithm). If the
number l of pairs produced for the given row is greater than the degree p of fitting
polynomial and the number kC of non-zero elements in the considered column is greater
than 0, then the empty cell is filled with the value round(f(aC)). If the above condition
is not satisfied, then the empty cell is filled using the average rating given by the current
user and the average rating for the considered item.
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Let us compute the time complexity of the proposed algorithm RAPAL. The process-
ing time of the lines from 1 to 15 is θ(mn). However, the processing time of the rest of
the algorithm (lines 16-63) depends on the curve fitting function (line 37). We use poly-
nomial fitting and apply the least squares method to determine the coefficients of the ap-
proximating polynomial. It is well known that the time complexity of pth order polyno-
mial fitting algorithm for l pairs is θ(pl2). In this study, p is chosen as 1, 2 and 3. There-
fore, θ(pl2) = θ(l2). Hence, the processing time of lines from 16 to 63 is θ(m)θ(n+l2+n).
In the end, the complexity of RAPAL is θ(mn) + θ(m)θ(n+ l2 + n) = θ(m(n+ l2)). If
m ∼ n (i. e., if m and n are of the same order), then the time complexity is θ(n2 + nl2).
From the point of view of complexity, the worst case occurs when A is dense, in which
case the complexity of the algorithm is θ(n3), since l = θ(n). However, the user-item
matrix, A, is usually sparse for RSs, it yields that l is very much smaller than m and n.
For this reason, the complexity of RAPAL is θ(n2) for RSs.

Algorithm 1: Rating Prediction Algorithm based on Curve Fitting

Input: m× n matrix A, some (in fact, most) elements of which are zero, other elements are
positive numbers in the range from 1 to 5. The element A[i, j] represents the rating
given by user i to item j.
p is the degree of fitting polynomial.

Output: m× n matrix A, whose values are in the range [1, 5].
procedure RAPAL(A,m, n, p)

1 for j ← 1 to n do
2 C[j]←0

/* C[j] is the sum of elements in jth column of A */

3 kC[j]←0

/* kC[j] is the number of non-zero elements in jth column */

4 for i← 1 to m do
5 if A[i, j] > 0 then
6 C[j]← C[j] + A[i, j]
7 kC[j]← kC[j] + 1

8 end

9 end
10 if kC[j] > 0 then
11 aC[j]← C[j]/kC[j] /* the average of ratings for item j */

12 else
13 aC[j]←0
14 end

15 end
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16 for i← 1 to m do
17 R←0 /* R is the sum of elements in ith row of A */

18 kR←0 /* kR is the number of non-zero elements in ith row */

19 l←0 /* l represents the count of pairs that are generated for ith row */

20 for j ← 1 to n do
21 if A[i, j] > 0 then
22 R← R + A[i, j]
23 kR← kR + 1
24 if kC[j] > 1 then
25 l← l + 1
26 Y [l]← A[i, j]
27 X[l]← (C[j]− Y [l])/(kC[j]− 1) /* the average of ratings for item j

given by all users except user i */

28 end

29 end

30 end
31 if kR > 0 then
32 aR← R/kR /* the average of ratings given by user i */

33 else
34 aR←0;
35 end
36 if l > p then
37 call ConstructF ittingFunction(X,Y, l, p, f) /* constructing a fitting

polynomial f of pth order */

38 end
39 for j ← 1 to n do
40 if A[i, j] = 0 then
41 if l > p and kC[j] > 0 then
42 A[i, j]← f(aC[j]) /* predicting by the fitting polynomial */

43 else
/* the case that there is no enough pairs for fitting or there is no

rating for item j */

44 if kR > 0 and kC[j] > 0 then
45 A[i, j]← (aR + aC[j])/2 /* the mean of averages is assigned */

46 else
47 if kR = 0 and kC[j] = 0 then
48 A[i, j]← 3
49 else
50 A[i, j]← aR + aC[j]
51 end

52 end

53 end

54 end
55 A[i, j]← round(A[i, j])
56 if A[i, j] < 1 then
57 A[i, j]←1
58 end
59 if A[i, j] > 5 then
60 A[i, j]←5
61 end

62 end

63 end
end procedure
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Method MAE
RND Original 0.8306
RND Evolved (GA) 0.7938
RND Evolved (ABC) 0.8039
PCC Original 0.8174
PCC Evolved (GA) 0.7815
PCC Evolved (ABC) 0.7846
VCS Original 0.8174
VCS Evolved (GA) 0.7649
VCS Evolved (ABC) 0.7597
EJC Original 0.8038
EJC Evolved (GA) 0.7779
EJC Evolved (ABC) 0.7886
RAPAL - Cubic 0.7082 (%6.8)
RAPAL - Quadratic 0.7026 (%7.5)
RAPAL - Linear 0.6995 (%7.9)

Tab. 1. MAE results for different methods. Bold value indicates the

smallest MAE. The values by [5] and [34] are averaged on different

numbers of neighbors (k). In parentheses is the percentage change

compared to the best score by [34], namely, compared to the method

VCS Evolved (ABC).

4. DATASET

In order to evaluate RAPAL, numerical experiments are performed on three datasets.
MovieLens100K contains 943 users that rate on 1682 movies, and provides 100,000 rat-
ings in total. In this dataset, each user rated at least 20 movies. MovieLens1M, as the
name implies, includes 1 million ratings that are given by 6040 users on 3900 movies.
Finally, LastFM that contains 1892 users’ musical tastes is used. The number of musical
items in this dataset is 17632 and the total number of ratings is nearly 92K. These three
datasets are benchmarks and often used to evaluate the performance of RSs algorithms.
To examine an RS method, we first split the selected dataset into 10 equal parts. Each
time using 8 randomly selected parts (80%) as the training set and the remaining 2 parts
(20%) as the test set, we run the method 5 times. The results reported in Section 5 are
the average of these 5 different 80/20 splits.

5. EXPERIMENTAL RESULTS

Table 1 represents results of RAPAL and the study by [5] and [34] (first 12 rows in
the table), obtained over MovieLens100K dataset. [5] predicts ratings by CF using ge-
netic algorithm with various similarity metrics such as Pearsons Correlation Coefficient
(PCC), Extended Jaccard Coefficient (EJC), Vector Cosine Similarity (VCS) and Ran-
dom Similarity (RND). [34] extended this study including artificial bee colony (ABC)
algorithm to predict ratings by CF.
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Fig. 1. Comparison of the performances of different methods in

terms of MAE.

Hereafter, the results obtained by applying CF which uses a similarity metric are
indicated as “Original” (after the name of the metric). In the same way, the results
of [5] and [34], which are derived via CF trained by genetic algorithm, are labelled as
“Evolved (GA)” and trained by artificial bee colony, are labelled as “Evolved (ABC)”
with the corresponding metric. In RAPAL, for curve fitting, we use linear, quadratic and
cubic polynomials. Therefore the results obtained by the proposed algorithm are named
as “RAPAL - Linear”, “RAPAL - Quadratic” and “RAPAL - Cubic”. Table 1 shows
that RAPAL yields better accuracy than all baseline methods which were experimented
by [5] and [34]. Among curve fitting polynomials, RAPAL - Linear provides the best
MAE. Figure 1 also clearly shows the improvement in MAE achieved by RAPAL.

Note that, since the rating values are between 1 and 5, the possible maximum value
for MAE is 5− 1 = 4. (The minimum value is 0). Therefore, the MAE value of 0.6995
corresponds to an error of 17%.

Table 2 shows the RAPAL’s performance on three benchmark datasets (MovieLens100K,
MovieLens1M and LastFM) with respect to MAE and RMSE. In all three datasets, RA-
PAL with linear curve fitting produce slightly better results than quadratic and cubic
curve fittings in both MAE and RMSE. The MAE and RMSE results show that our
proposed method yield better or comparable predictions on benchmark datasets.
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Dataset

RAPAL - Linear RAPAL - Quadratic RAPAL - Cubic PMF

MAE RMSE MAE RMSE MAE RMSE MAE RMSE

ML100K 0.6995 0.9798 0.7026 0.9859 0.7082 0.9954 0.7505 0.9538

(6.8%) (-2.7%) (6.4%) (-3.4%) (5.6%) (-4.4%)

ML1M 0.6657 0.9419 0.6670 0.9451 0.6701 0.9507 0.6833 0.8695

(2.6%) (-8.3%) (2.4%) (-8.7%) (1.9%) (-9.3%)

LastFM 0.2544 0.5184 0.2655 0.5382 0.2822 0.5711 0.3370 0.4668

(24.5%) (-11.1%) (21.2%) (-15.3%) (16.3%) (-22.3%)

Tab. 2. MAE and RMSE values of RAPAL with linear, quadratic

and cubic polynomials. In parentheses is the percentage change

compared to the PMF method.

For all methods, presented in the literature, MAE and RMSE values on LastFM are
lower in comparison to other datasets. The reason of this situation is the distribution of
ratings in the data. In the LastFM dataset, the ratings are gathered around 3. In other
words, the standard deviation in this dataset is small.

Table 2 also displays PMF algorithm’s MAE and RMSE results. If we compare the
two algorithms in terms of MAE, we can see that for the considered datasets, RAPAL
provides improvement over PMF with the scores 0.6995, 0.6657, 0.2544 versus 0.7505,
0.6833, 0.3370, respectively. On all three datasets, as a whole, RAPAL’s MAE and
RMSE results are better in comparison with PMF. Namely, MAE values are essentially
better, but RMSE values are a little worse than PMF. We can explain this case by the
fact that RMSE is more susceptible to outliers in addition to bad predictions [28].

Unlike other algorithms, in RAPAL, we applied round operation to the computed
predictions (See Line 55 of the pseudocode). We consider this operation as a part of our
algorithm and believe that it is even necessary for the purity of the experiment, since in
a real experiment the ratings can only be integers. The MAE and RMSE results of our
experiments given in Table 2 were produced using round operation.

6. CONCLUSION

In this study, we proposed a new algorithm, RAPAL, for the rating prediction for RSs.
The algorithm is based on the curve fitting method. As a curve we used linear, quadratic
and cubic polynomials. Our algorithm is easy to implement and quicker than PMF.
Numerical experiments, performed on three datasets (MovieLens100K, MovieLens1M,
LastFM) showed the effectiveness of our algorithm with relative improvement of 6.8%,
2.6%, 24.5%, respectively, compared to PMF in MAE metric. For all three polynomials
(linear, quadratic, cubic), RAPAL produces better results than existing methods, but
the best results were obtained in the linear case. We proved that the complexity of
RAPAL is θ(n2) for a sparse input matrix, which takes place for the rating prediction
problem in RSs. In the future, one can experiment with various modifications of RAPAL
on different datasets. For example, first a curve can be fit for the most active user, and
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then the estimates obtained for him can be involved when determining rating values from
other users. As future work, we plan to apply our algorithm to much larger datasets in
order to show the effectiveness of RAPAL.
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