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DETERMINISTIC MARKOV NASH EQUILIBRIA
FOR POTENTIAL DISCRETE-TIME STOCHASTIC GAMES

Alejandra Fonseca-Morales

In this paper, we study the problem of finding deterministic (also known as feedback or
closed-loop) Markov Nash equilibria for a class of discrete-time stochastic games. In order to
establish our results, we develop a potential game approach based on the dynamic programming
technique. The identified potential stochastic games have Borel state and action spaces and
possibly unbounded nondifferentiable cost-per-stage functions. In particular, the team (or
coordination) stochastic games and the stochastic games with an action independent transition
law are covered.
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1. INTRODUCTION

We study noncooperative discrete-time stochastic games with Borel action and state
spaces and possibly unbounded nondifferentiable cost-per-stage functions. Our main
objective is to identify some classes of potential stochastic games in this family. Potential
stochastic games are stochastic games for which we can associate an optimal control
problem (OCP) whose (Markov) optimal solutions are (Markov) Nash equilibria for the
concerned game. Note that, the problem of finding Nash equilibria is really simplified
because instead of solving N coupled OCPs, as in the standard case, one can solve a
single system, which corresponds to the associated OCP. Besides, we obtain deterministic
Markov Nash equilibria as opposed to mixed (or randomized) equilibria. Moreover, by
applying the dynamic programming technique, we can prove that several properties from
control theory could be held for that Nash equilibria obtained by solving an OCP.

Potential games have been studied under several scenarios. For instance, for static
games see [13, 16, 17] and for dynamic games see [1, 3, 4, 5, 6, 10], [14], [19], and
[20]. See also [11] and [18] which have not yet been published. In particular, works
[5, 10, 11, 14] address problems related to the results of our paper but under more re-
strictive conditions. Indeed, [5] considers stochastic games with Borel action and state
spaces, differentiable functions and a discrete-time equation which describes the state
trayectory under an uncoupled condition among the players. [10] identifies potential
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deterministic dynamic games, i.e, dynamic games where the state dynamics is determin-
istic. [11] establishes potential stochastic games with finite state space and Lyapunov
conditions for the payoff functions. Finally, [14] presents dynamic stochastic games with
separable reward functions, an action independent transition law and a finite state space.
Therefore, to the best of our knowledge, our results generalize these works because we
identify potential stochastic games with Borel action and state spaces and possibly un-
bounded and nondifferentiable cost-per-stage functions. Furthermore, our results include
team (or coordination) dynamic stochastic games and dynamic stochastic games with
an action independent transition law.

The paper is organized as follows. In Sections 2 and 3, we introduce some models
of discrete-time stochastic games and stochastic OCP models that we are interested in,
respectively. We present our main results assuming a finite-horizon in Sections 4 and
5. The infinite-horizon case is done in Section 6. Finally in Section 7, we give some
conclusions.

2. DISCRETE-TIME STOCHASTIC GAMES

In this section, we introduce the game model and some basic definitions.
We consider the discrete-time stochastic game model

(N̄ , T,X,Ai, {Ai(x)}, Q, ri, cT ) (1)

whose components are specified as follows.
Let N̄ = {1, . . . , N}, N ≥ 2, be the set of players and T < ∞ the horizon. The sets

X and Ai are Borel spaces denoting the state space and the action or control set for the
player i ∈ N̄ , respectively. For each state x ∈ X, the feasible action sets Ai(x) ⊂ Ai are
nonempty measurable sets, and the set of state-action vectors is defined by

K :=
{

(x, a1, . . . , aN )|x ∈ X, a1 ∈ A1(x), . . . , aN ∈ AN (x)
}
.

The transition law among states is a stochastic kernel on X given K, represented by

Q(B|x, a1, . . . , aN ), B ∈ B(X),

where B(X) is the Borel σ−algebra on X.
The function ri : K→ R is the cost-per-stage for player i, while cT : X → R is a final

cost function.
Let πi = {πit} be a sequence of stochastic kernels πit on Ai given Kt ×X. Hence, the

set of (mixed) strategies for player i is

Πi :=
{
πi = {πit}T−1

t=0 | πit(Ai(xt)|ht) = 1 ∀ ht ∈ Kt ×X
}
,

where ht ∈ Kt ×X represents the history of the game up to time t. Thus, the space of
multi-strategies for the players is Π = Π1 × · · · ×ΠN .

We shall restrict to the family of Markov policies, this is, πit depens only on the
current state xt and not on the full t− history ht.
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Now, let Fi be the set of measurable selectors for player i, that is,

Fi :=
{
f i : X → Ai | f i(x) ∈ Ai(x) ∀x ∈ X

}
.

We define F := F1 × · · · × FN and assume that F 6= ∅.

Definition 2.1. A deterministic (or pure) Markov multi-strategy is a sequence f =
{ft}T−1

t=0 of functions such that ft ∈ F.

The class of deterministic Markov multi-strategies is also known in the literature as
the feedback or closed-loop multi-strategy space. In contrast, an open-loop strategy is
formed by selectors depending only on the initial condition and time.

For each π ∈ Π and initial state x ∈ X, we define the expected total cost Ui : X×Π→
R, for the player i as

Ui(x, π) := Eπx

[
T−1∑
t=0

ri(xt, at) + cT (xT )

]
. (2)

Note that the final cost cT is the same for all players.
We recall the usual notation for multi-strategies

(ai, a−i∗) := (a1∗, . . . , ai−1∗, ai, ai+1∗, . . . , aN∗),

(πi, π−i∗) := (π1∗, . . . , πi−1∗, πi, πi+1∗, . . . , πN∗).

Definition 2.2. A Nash equilibrium is a multi-strategy π∗ ∈ Π that satisfies, for any
x ∈ X and i ∈ N̄ ,

Ui(x, π
∗) ≤ Ui(x, π

i, π−i∗) ∀πi ∈ Πi.

Likewise, a deterministic Markov multi-strategy f∗ = {f∗t }T−1
t=0 ∈ F is a (Markov)

Nash equilibrium if

Ui(x, f
∗) ≤ Ui(x, π

i, f−i∗) ∀πi ∈ Πi.

Now, considering a dynamic game, as in (1) – (2), we introduce the following defini-
tion:

Definition 2.3. A (closed-loop) potential dynamic game is a dynamic game such that
it is possible to associate to it an OCP whose (closed-loop) optimal solutions are also
(closed-loop) Nash equilibria for the dynamic game.

Hence, finding an appropiate OCP in the sense of Definition 2.3 raises the problem
of finding a functional U, which satisfies, for each x ∈ X and π∗ ∈ Π, πi ∈ Πi,

U(x, π∗)− U(x, πi, π−i∗) = Ui(x, π
∗)− Ui(x, πi, π−i∗). (3)

Furthermore, as in the case when the game problem is restricted to open-loop strate-
gies, we prove below that it is possible to obtain U by finding a function P : K → R,
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called a potential function, such that for each x ∈ X, a∗ ∈ A(x) :=
∏N
i=1Ai(x), and

ai ∈ Ai(x),

P (x, a∗)− P (x, ai, a−i∗) = ri(x, a∗)− ri(x, ai, a−i∗). (4)

Although additional conditions will be also asked for the dynamics of the game.
It is worth remarking that the advantage of this potential approach is to simplify the

game problem finding a suitable OCP. Hence, the game problem becomes in a standard
minimization problem, and therefore we can obtain a Nash equilibrium in the set of
deterministic Markov multi-strategies.

3. OPTIMAL CONTROL PROBLEMS

We define an optimal control problem taking some components from the game (1) – (2)

together with P : X ×A→ R as the stage-cost function with A :=
∏N
i=1Ai.

Consider the control model

(T,X,A, {A(x) =

N∏
i=1

Ai(x)}, Q, P, cT ), (5)

with the performance index U : X ×Π→ R given by

U(x, π) := Eπx

[
T−1∑
t=0

P (xt, at) + cT (xT )

]
. (6)

In this case, the value function is

U∗(x) := inf
π∈Π

U(x, π), x ∈ X. (7)

Definition 3.1. An optimal solution for the OCP (5) – (7) is a strategy π∗ ∈ Π such
that

U∗(x) = U(x, π∗) ∀x ∈ X

As is well-known in the literature of Markov decision processes, the optimal strategy
π∗ ∈ Π in Definition 3.1 can be found in the set of deterministic Markov strategies by
using dynamic programming arguments. This fact is stated in the following result, see
Sections 3.2 and 3.3 in [7].

Theorem 3.2. Consider an OCP as in (5) – (7). If π∗ ∈ Π is an optimal solution, then
there exists a deterministic Markov strategy f∗ = {f∗t }T−1

t=0 such that, for every x ∈ X,

JT (x) := cT (x),

Jt(x) := min
ΠN

i=1Ai(x)

[
P (x, a) +

∫
X

Jt+1(y)Q(dy|x, a)

]
(8)

= P (x, f∗t (x)) +

∫
X

Jt+1(y)Q(dy|x, f∗t (x)),

and U∗(x) = U(x, π∗) = J0(x) = U(x, f∗).
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4. THE POTENTIAL APPROACH

To develop the potential approach, we requiere to assume the existence of a function P
satisfying (4) and a solution of the corresponding OCP. Regarding the latter, there are
several conditions that guarantee the existence of such solutions, see [7, 8]. However, for
our purposes, we are going to take this scenario for granted which we establish in the
following assumptions.

Assumption 4.1. There is a function P satisfying (4).

Assumption 4.2. The OCP (5) – (7) has an optimal solution π∗. That is, there is a
deterministic Markov optimal solution f∗ = {f∗t }T−1

t=0 , where each f∗t = (f1∗
t , . . . , fN∗t ) ∈

F satisfies (8).

Define for each deterministic Markov multi-strategy f = {ft}T−1
t=0 , and each time

t = 1, . . . , T − 1 and x ∈ X,

P (t, x, f) := Efx

T−1∑
n=t

P (xn, an) and ri(t, x, f) := Efx

T−1∑
n=t

ri(xn, an).

Assumption 4.3. For each t = 0, . . . , T − 2, x ∈ X, i ∈ N̄ , ai ∈ Ai, and a deterministic
Markov multi-strategy f = {ft}T−1

t=0 , it holds∫
X

P (t+ 1, y, f)Q(dy|x, ft(x))−
∫
X

P (t+ 1, y, f)Q(dy|x, ai, f−it (x)) = (9)∫
X

ri(t+ 1, y, f)Q(dy|x, ft(x))−
∫
X

ri(t+ 1, y, f)Q(dy|x, ai, f−it (x)).

For Assumption 4.3 to make sense, we shall assume that P and ri are almost every-
where integrable functions with respect to Q. Moreover, Assumption 4.3 is a similar
condition to (4) but on the transition kernel Q.

In the following lemma we establish a relationship between the solutions of a dynamic
game (1) – (2) and that of the OCP (5) – (7). To this end, for each i = 1, . . . , N, and
f∗ = {f∗t }T−1

t=0 as in Assumption 4.2, let J i0, . . . , J
i
T be defined by

J iT (x) := cT (x),

J it (x) := min
ai∈Ai(x)

[
ri(x, ai, f−i∗t (x)) +

∫
X

J it+1(y)Q(dy|x, ai, f−i∗t (x))

]
. (10)

To ease notation we will write f∗t instead of f∗t (x).
For the remainder of this section, we assume that Assumptions 4.1-4.3 hold true.

Lemma 4.4. For the dynamic game (1) – (2), each i−th component f i∗ = {f i∗t }T−1
t=0 of

an optimal deterministic Markov strategy f∗ = {f∗t }T−1
t=0 for the OCP (5) – (7) defined

by P, attains the minimum in (10) and satisfies

Ui(x, f
i∗, f−i∗) = J i0(x) = inf

πi∈Πi

Ui(x, π
i, f−i∗).
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P r o o f . Take an arbitrary player i and fix the multi-strategy f−i∗ corresponding to
the optimal solution f∗. Define the following functions, for each x ∈ X and πi ∈ Πi,

CiT (x) := cT (x),

Cit(x, π
i, f−i∗) := Eπ

i,f−i∗

x

[
T−1∑
n=t

ri(xn, a
i
n, a
−i
n ) + cT (xT )

]
.

We shall show by backward induction over t = 0, . . . , T that for player i, the following
hold:

(a) Cit(x, π
i, f−i∗) ≥ J it (x) for all πi ∈ Πi and,

(b) Cit(x, f
i∗, f−i∗) = J it (x).

To prove (a), note that CiT (x) = cT (x) = J iT (x), and

CiT−1(x, πi, f−i∗) =

∫
Ai

[
ri(x, ai, f−i∗T−1) +

∫
X

J iT (y)Q(dy|x, ai, f−i∗T−1)

]
πiT−1(dai|x)

≥ J iT−1(x).

To use an induction argument, assume now that Cit+1(x, πi, f−i∗) ≥ J it+1(x). Therefore,
for t, we have

Cit(x, π
i, f−i∗) ≥

∫
Ai

[
ri(x, ai, f−i∗t ) +

∫
X

J it+1(y)Q(dy|x, ai, f−i∗t )

]
πit(da

i|x)

≥ J it (x).

Hence, (a) follows.
Now, for (b), notice that for T − 1, by Dynamic Programming arguments give that

P (x, f i∗T−1, f
−i∗
T−1) − P (x, ai, f−i∗T−1)

+

∫
X

cT (y)Q(dy|x, f i∗T−1, f
−i∗
T−1) −

∫
X

cT (y)Q(dy|x, ai, f−i∗T−1) ≤ 0,

for all ai ∈ Ai. Thus, by (4)

CiT−1(x, f i∗, f−i∗) = ri(x, f i∗T−1, f
−i∗
T−1) +

∫
X

cT (y)Q(dy|x, f i∗T−1, f
−i∗
T−1)

≤ ri(x, ai, f−i∗T−1) +

∫
X

cT (y)Q(dy|x, ai, f−i∗T−1) ∀ai ∈ Ai.

Therefore, CiT−1(x, f i∗, f−i∗) = J iT−1(x).
Similarly, for T − 2 and any ai ∈ Ai, we have,

P (x, f∗T−2) − P (x, ai, f−i∗T−2)

+

∫
X

P (y, f∗T−1)Q(dy|x, f∗T−2) −
∫
X

P (y, f∗T−1)Q(dy|x, ai, f−i∗T−2)

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, f∗T−2) −
∫
X

Ef
∗

y [cT (xT )]Q(dy|x, ai, f−i∗T−2) ≤ 0.
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Then, by (4) and Assumption 4.3

CiT−2(x, f i∗, f−i∗) = ri(x, f∗T−2) +

∫
X

ri(y, f∗T−1)Q(dy|x, f∗T−2)

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, f∗T−2)

≤ ri(x, ai, f−i∗T−2) +

∫
X

ri(y, f∗T−1)Q(dy|x, ai, f−i∗T−2)

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, ai, f−i∗T−2),

for all ai ∈ Ai. Thus, CiT−2(x, f i∗, f−i∗) = J iT−2(x).
Assume that Cit+1(x, f i∗, f−i∗) = J it+1(x). Now for t, we have that for any ai ∈ Ai,

P (x, f∗t )− P (x, ai, f−i∗t )

+

∫
X

P (t+ 1, y, f∗)Q(dy|x, f∗t )−
∫
X

P (t+ 1, y, f∗)Q(dy|x, ai, f−i∗t )

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, f∗t )−
∫
X

Ef
∗

y [cT (xT )]Q(dy|x, ai, f−i∗t ) ≤ 0.

Thus, the previous equation implies that, for any ai ∈ Ai,

Cit(x, f
i∗, f−i∗) = ri(x, f∗t ) +

∫
X

ri(t+ 1, y, f∗)Q(dy|x, f∗t )

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, f∗t )

≤ ri(x, ai, f−i∗t ) +

∫
X

ri(t+ 1, y, f∗)Q(dy|x, ai, f−i∗t )

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, ai, f−i∗t )

= ri(x, ai, f−i∗t ) +

∫
X

J it+1(y)Q(dy|x, ai, f−i∗t )

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, ai, f−i∗t ),

which proves (b). �

Theorem 4.5. The dynamic game (1) – (2) is a closed-loop potential dynamic game.

P r o o f . We consider the OCP (5) – (7) to find a solution for the game (1) – (2). That
is, if f∗ = {f∗t }T−1

t=0 is an optimal solution for the corresponding OCP, then by Lemma
4.4, for every i ∈ N̄ ,

Ui(x, f
∗) = J i0(x) ≤ Ci0(x, πi, f−i∗) = Ui(x, π

i, f−i∗) ∀πi ∈ Πi.

In other words, f∗ is a deterministic Nash equilibrium for the dynamic game (1) – (2).
�
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5. CLOSED-LOOP POTENTIAL STOCHASTIC GAMES

In this section, we focus on the study of the previously imposed assumptions. We
will specifically introduce particular classes of stochastic dynamic games that satisfy
Assumptions 4.1 and 4.3.

Consider dynamic games, as in (1) – (2), where the functions ri are of the form

ri(x, a) := P (x, a) + Li(x, a1, . . . , ai−1, ai+1, . . . , aN ), (11)

where P : X × A → R and Li : X × A−i → R are known measurable functions and
a = (a1, . . . , ai−1, ai, ai+1, . . . , aN ).

Note that the function P in (11) satisfies (4) because, for each i and ai ∈ Ai,

ri(x, a∗)− ri(x, ai, a∗) := P (x, a∗) + Li(x, a1∗, . . . , ai−1∗, ai+1∗, . . . , aN∗)

− [P (x, ai, a∗) + Li(x, a1∗, . . . , ai−1∗, ai+1∗, . . . , aN∗)]

= P (x, a∗)− P (x, ai, a∗).

In other words, the game (1) – (2) with cost-per-stage as in (11) satisfies Assump-
tion 4.1.

Definition 5.1. We say that a dynamic game, as in (1) – (2), has an action-independent
transition law, if Q satisfies, for each (x, a) ∈ K,

Q(·|x, a) = Q(·|x).

Note that an action-independent transition law trivially satisfies Assumption 4.3. For
illustration, see Examples 5.15 and 6.5, below.

Proposition 5.2. The dynamic game (1) – (2) under Assumption 4.2 with functions ri

and P as in (11) and an action independent transition law Q, is a closed-loop potential
game, which has a deterministic Markov Nash equilibrium.

P r o o f . As we have shown at the begining of the section, this result follows directly
from Theorem 4.5 given that (4) and Assumption 4.3 hold. �

Similar results are given in [5] and [14] where an action independent transition law
is assumed. In [5] it is assumed an uncoupled condition among several states, while [14]
considers a finite state space.

Assumption 5.3. For each deterministic Markov multi-strategy f : X −→ A(x), the
functions Li in (11) satisfy

Li(x, f−i(x)) = Li(y, f−i(y)) ∀y ∈ X.

In other words, Lif−i := Li(x, f−i(x)) is constant in the variable x.

Proposition 5.4. Under Assumptions 4.2 and 5.3, the dynamic game (1) – (2) with
functions ri and P as in (11) is a closed-loop potential game with a deterministic Markov
Nash equilibrium.
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P r o o f . Note that Assumption 5.3 implies Assumption 4.3 because for all ai ∈ Ai,∫
X

Efy

T−1∑
n=t+1

Li(xn, a
−i
n )Q(dy|x, ai, f−i) =

T−1∑
n=t+1

Li
f−i
n
.

Thus, by Theorem 4.5, the result follows.
�

It is worth noting the difference between Propositions 5.2 and 5.4. In Proposition 5.2,
no restritions are being imposed on the functions Li, while in Proposition 5.4, restrictions
are not imposed on the transition kernel Q.

A version of Assumption 5.3 is presented in [11] where the author assumes a finite
state space.

According to Proposition 5.4, we can state the following result.

Corollary 5.5. The dynamic game (1) – (2) with functions ri and P as in (11) is a
closed-loop potential dynamic game when the functions Li, i ∈ N̄ are constants, namely,
Li = ki.

Note that Corollary 5.5 includes the classical team (or coordination) games, that is,
a game with ri(·) = r(·) for all i ∈ N̄ to be closed-loop potential games, a team dynamic
game is a game as is described in Corollary 5.5 but letting ki ≡ 0 for all i ∈ N̄ . In other
words, a game where all the players have the same payoff function P. Hence, our results
are an extension of those in [14] where team dynamic stochastic games with a finite state
space are studied via a similar potential approach.

Following the previous ideas, the next condition is also sufficient for Assumption 4.3.

Assumption 5.6. For each x ∈ X and f, g ∈ F, the functions Li and the transition
kernel Q satisfy ∫

X

Li(y, f−i(y))Q(dy|x, g(x)) = Li(x, f−i(x)).

Note that Assumption 5.6 generalizes Assumption 5.3.

Proposition 5.7. Under Assumptions 4.2 and 5.6 the dynamic game (1) – (2) with
functions ri and P as in (11) is a closed-loop potential dynamic game with a deterministic
Markov Nash equilibrium.

P r o o f . Assumption 5.6 implies Assumption 4.3 because for each x ∈ X,∫
X

Ef
i,f−i

y

T−1∑
n=t+1

Li(xn, a
−i
n )Q(dy|x, ai, f−it ) =

T−1∑
n=t+1

Li(x, f−in (x)),

for every ai ∈ Ai(x). �

Observe that Assumption 4.3 requires that (9) holds for all deterministic Markov
multi-strategy. Instead, in the following Assumption 5.8 we only require to impose
conditions using an optimal strategy satisfying Assumption 4.2.
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Assumption 5.8. The transition law Q has a density function q : K × X → R with
respect to a measure λ, i. e.,

Q(B|x, a) :=

∫
B

q(x, a, y)λ(dy).

Moreover, the functions Li ≥ 0 and q satisfies, for each i,

q(xt, a
i, f−i∗t (x), y)− q(xt, f∗t (x), y) ≥ 0 ∀ai ∈ Ai(xt), t = T − 1, . . . , 0,

where f∗t is as in Assumption 4.2.

Proposition 5.9. The dynamic game (1) – (2) with functions ri, P as in (11) and Q as
in Assumption 5.8 is a closed-loop potential dynamic game with a deterministic Markov
Nash equilibrium.

P r o o f . It follows using similar ideas as Lemma 4.4. Note that (a) in the proof of
Lemma 4.4 is true. We only require to show (b), that is, Cit(x, f

i∗, f−i∗) = J it (x). For
each ai ∈ Ai, and t = 1, . . . , T − 1,∫

X

Ef
∗

y

T−1∑
n=t+1

Li(x, a−in )[q(x, ai, f−i∗t , y)− q(x, f∗t , y)]λ(dy) ≥ 0.

In other words,

Cit(x, f
i∗, f−i∗) = P (x, f∗t ) + Li(x, f−i∗t )

+

∫
X

Ef
∗

y

T−1∑
n=t+1

P (xn, an)q(x, f∗t , y)λ(dy)

+

∫
X

Ef
∗

y

T−1∑
n=t+1

Li(x, a−in )q(x, f∗t , y)λ(dy)

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, f∗t )

= min
ai∈Ai(x)

[P (x, ai, f−i∗t ) + Li(x, f−i∗t )

+

∫
X

Ef
∗

y

T−1∑
n=t+1

P (x, an)q(x, ai, f−i∗t , y)λ(dy)

+

∫
X

Ef
∗

y

T−1∑
n=t+1

Li(x, a−in )q(x, ai, f−i∗t , y)λ(dy)

+

∫
X

Ef
∗

y [cT (xT )]Q(dy|x, ai, f−i∗t )]

= J it (x).

�
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Remark 5.10. The symetric case of Assumption 5.8 is taking Li ≤ 0, and

q(xt, a
i, f−i∗t (x), y)− q(xt, f∗t (x), y) ≤ 0,

for every ai ∈ Ai(xt), t = T − 1, . . . , 0. In this case, we obtain a similar result as in
Proposition 5.9.

Remark 5.11. It is worth noting that basically assuming for each i ∈ N̄ ,

f i∗t (x) ∈ arg min
{
R̄it(a

i)
}
,∀x ∈ X, (12)

where the strategy f∗ = {f∗t }T−1
t=0 is as in Assumption 4.2 and

R̄it(a
i) :=

∫
X

Ef
∗

y

T−1∑
n=t+1

Li(xn, a
−i
n )Q(dy|x, ai, f−i∗t ), (13)

the game (1) – (2) with functions ri, P as in (11) is potential. (See Proposition 5.12,
below.)

Moreover, note that for X = Rn, A = Rm, if the functions R̄it are twice differentiable,
then the relations

∂R̄it
∂ai

(f i∗t (x)) = 0, and (14)

∂2R̄it
∂a2i

(f i∗t (x)) > 0

are equivalent to (12). (Note that using convex analysis under a Gateaux or Frechet
derivative criteria, the condition (12) could be also characterized, see [2]). This provides
another way to obtain closed-loop potential games, as is stated in the following result.

Proposition 5.12. Under condition (12) or (14), the dynamic game (1) – (2) with func-
tions ri, P as in (11) is a closed-loop potential dynamic game.

P r o o f . It follows using similar arguments given in proof of Proposition 5.9. In other
words, the equation Cit(x, f

i∗, f−i∗) = J it (x) holds, for each i ∈ N̄ , t = 0, . . . , T − 1,
x ∈ X. �

A version of (14) is considered in [18] where potential stochastic games under differ-
entiability conditions are studied by means of the Euler equation.

See Example 5.14, below, where condition (12) is satisfied.

5.1. Another family of potential games

Observe that the dynamic game, as in (1) – (2), with functions ri defined by

ri(x, a) := p(x, a) + li(x, ai), (15)
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with p : X ×A→ R, li : X ×Ai → R known measurable functions and

a = (a1, . . . , ai−1, ai, ai+1, . . . , aN ),

can be studied as the dynamic game (1) – (11). Indeed, take

P (x, a) := p(x, a) +

N∑
j=1

lj(x, aj),

Li(x, a−i) := −
N∑
j 6=i

lj(x, aj).

Thus, the dynamic games (1) – (2) with cost-per-stage functions as in (15) is closed-loop
potential under suitable assumptions.

In [10] is studied a deterministic version of the dynamic games (1) – (2) with cost-
per-stage functions as in (15) but under an infinite horizon. In our case, we analyze the
stochastic version in Section 6.

5.2. Difference equation potential stochastic games

Now, we consider a dynamic game (1) – (2) with functions ri, P as in (11) or (15) where
the state’s process {xt} evolves according to a difference equation of the form

xt+1 = F (xt, at, ξt), t ≥ 0. (16)

The function F : X × A × S → X is known, x0 is a given initial state and {ξt} is a
sequence of independent and identically distributed random variables taking values in a
Borel space S, with a common distribution denoted by µ.

In order to illustrate this kind of games as potential games, we present the following
examples.

Example 5.13. If we assume that the cost-per-stage (11) satisfies Assumption 5.3, then
note that Li

a−i
t

:= Li(x, a−it ) is constant in x. Thus, by Proposition 5.4, the game defined

by (11) and (16) is potential. In other words, it can be solved via the OCP defined by
the expected total cost functional,

Eπx

T−1∑
t=0

P (xt, at) + cT (xT ),

subject to (16).

Similarly, if we consider the cost-per-stage (15), we require that

Li(x, a−i) := −
N∑
j 6=i

lj(x, aj)
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satisfies Assumption 5.3 to obtain that the game defined by (15) and (16) is potential.
Therefore, the OCP to solve is defined by the cost-per-stage

P (x, a) := p(x, a) +

N∑
j=1

lj(x, aj)

and the difference equiation (16).

Example 5.14. Consider X = R, A = RN , and the functions Li(x, a−i) := e−
‖a−i‖
|x|

and Li(0, a−i) := 0. We define the payoff function for the player i ∈ N̄ by

J i(π, x) := Eπx

[
T−1∑
t=0

(q · x2
t + a′t · r · at + Li(x, a−i) + qx2

T

]
,

subject to

xt+1 = γxt + βat + ξt

where ξt ∈ R are independent e identical distributed random variables. Let β, and r
be matrices with appropiate dimensions. Moreover, assume that r is symmetric, γ ∈ R,
q > 0 and r is positive definite (positive definite means a′ra > 0 for all a ∈ RN .)
Consider the OCP defined by P (x, a) := q ·x2

t + a′t · r · at. Then, by Proposition 5.12 the
deterministic Markov strategy f∗ := {f∗0 , . . . , f∗T−1} with

f∗t (x) := −(r + β′kt+1β)−1β′kt+1γx,

taking kT := q and for t = T − 1, . . . , 0,

kt = γ[kt+1 − kt+1β(r + β′kt+1β)−1β′kt+1]γ + q,

is a deterministic Markov Nash equilibrium for the game. (See Section 3.5 in [7] to verify
that f∗ described as above is an optimal solution for the associated OCP.)

Note that the condition (12) holds because the composition

Li(y, f−i∗t (y)) = e−‖[(r+β
′kt+1β)−1β′kt+1γ]−i‖

is constant respect to y. Thus, for each x ∈ X,

f i∗t (x) ∈ arg min

{
R̄it(a

i) =

T−1∑
n=t+1

e−‖[(r+β
′kn+1β)−1β′kn+1γ]−i‖

}
.

Note that [(r + β′kn+1β)−1β′kn+1γ]−i is a vector in RN−1.

Example 5.15. A particular case of difference equation games is when the players do
not influence the behavior of the state’s process, but the state of the system does affect
their costs. In this scenario the dynamics of system (16) takes the form

xt+1 = f(xt, ξt), t ≥ 0. (17)
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This situation occurs, for instance, when the state of the game is imposed by nature,
i. e., weather, catastrophes, etc., which can not be influenced by the actions of the
players. However, clearly, this kind of nature processes together with the decisions of
players strongly affects the corresponding cost functions. If the game has cost functions
of the form (15), then by Proposition 5.2, one can identify deterministic Markov Nash
equilibria by solving the OCP given by the expected total cost functional

T−1∑
t=0

[p(xt, at) +

N∑
j=1

lj(xt, a
j
t )] + cT (xT ),

subject to (17). Similarly, considering the game defined by (11) and (17) we obtain that
this is a closed-loop potential stochastic game.

6. INFINITE HORIZON

In this section, we study the infinite horizon case for the dynamic stochastic game (1) –
(2) with functions ri, P as in (11) or (15). We consider the α−discounted expected
payoff function defined as

Vi(x, π) := Eπx

∞∑
t=0

αt[P (xt, at) + Li(xt, a
−i
t )], i ∈ N̄, (18)

where α ∈ (0, 1) is the so-called discount factor.
Similarly, one can take the components in (5) to define an OCP with the performance

criterion defined by

V (x, π) := Eπx

[ ∞∑
t=0

αtP (xt, at)

]
, (19)

and the value function

V ∗(x) := inf
π∈Π

V (x, π), x ∈ X.

Extending the ideas from previous sections, we impose for an infinite horizon the next
assumptions.

Assumption 6.1. (See section 8.3 in [8] for existence conditions.) There exists a selec-
tor f∗0 ∈ F such that the stationary deterministic Markov strategy f∗ := (f∗0 , f

∗
0 , f

∗
0 , . . .)

is optimal, that is, V (x, f∗) satisfies

V (x, f∗) = P (x, f∗0 ) + α

∫
X

V (y, f∗)Q(dy|x, f∗0 )

= min
ΠN

i=1Ai(x)

[
P (x, a) + α

∫
X

V (y, f∗)Q(dy|x, a)

]
.

Assumption 6.2. For f∗ as in Assumption 6.1,

f∗i0 ∈ argmin{ai 7→
∫
X

Ef
∗

y

∞∑
t=0

αtLi(xt, a
−i
t )Q(dy|x, ai, f−i∗0 )}.
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Clearly, Assumption 6.2 is trivially satisfied when Q is an action independent transi-
tion law or when the functions Li are constants.

Assumption 6.3. Consider f∗ as in Assumption 6.1. For each i ∈ N̄ , and πi ∈ Πi,

lim
n−→∞

αnEπ
i,f−i∗

x Vi(xn, f
∗) = 0.

Observe that if Vi is bounded, Assumption 6.3 trivially holds.

Theorem 6.4. Under Assumptions 6.1, 6.2 and 6.3 the dynamic game (1) – (2) with
functions ri, P as in (11) or (15) is a closed-loop potential dynamic game.

P r o o f . Naturally, Vi(x, f
∗) satisfies

Vi(x, f
∗) = P (x, f∗0 ) + Li(x, f−i∗0 ) + α

∫
X

Vi(y, f
∗)Q(dy|x, f∗0 )

= min
ai∈Ai(x)

[
P (x, ai, f−i∗) + Li(x, f−i∗) + α

∫
X

Vi(y, f
∗)Q(dy|x, ai, f−i∗0 )

]
.

Assumption 6.3 states that f i∗ is optimal for the corresponding OCP defined when
the multi-strategy f−i∗ is fixed. Thus, f∗ is a stationary deterministic Markov Nash
equilibrium for the dynamic game. �

Example 6.5. Consider a two-player game. Let X := {.8, .5, .2}, Ai := {0, 1}, i = 1, 2,
and the payoff functions described as follows,

r1(x, a, b) =
x

2
(α1a− α2b),

r2(x, a, b) =
x

2
(β1b− β2a).

Assume that the constants αi, βi > 0.
For each time t, the transition law is an arbitrary transition probability which is

independent on actions, of the form Q(xt+1 = y|xt = x) := P xyt ≥ 0 such that∑
y∈X

P xyt = 1,

for any x ∈ X. Let x0 be an initial state which is known.
According to our results, the problem is reduced to maximize the function P (x, a, b) :=

x
2 (α1a + β1b) for each state x ∈ X, which is attained with f1∗

0 (x) = 1 and f2∗
0 (x) = 1.

Therefore, (f1∗
0 , f2∗

0 ) is a deterministic Markov Nash equilibrium for the game.

7. CONCLUDING REMARKS

In this paper, we have studied a class of discrete-time stochastic games defined on
Borel spaces with possibly unbounded payoffs. By means of a potential game approach
together with dynamic programming arguments, it was possible to ensure the existence
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of deterministic Markov Nash equilibria. The importance of this results lies in the fact
that in general such equilibria are formed by randomized strategies. Furthermore, our
results cover, in particular, games with action independent trasition law and the so-called
team games, as well as games evolving according to a stochastic difference equation.

The study of difference equation games under our approach opens up new research
problems that are important from the theoretical and application points of view. In-
deed, in context of works [9, 12, 15] and references there in, we can assume that the
state’s process {xt} evolves according to equation (16) or (17) where {ξt} is a sequence
of independent and identically distributed random variables with unknown distribution
µ. Assuming observavility of {ξt}, our conjeture is that we can implement a suitable
statistical estimation process for µ which combined with control schemes, defined by a
potential approach, leads to obtain an approximation procedure of Markov Nash equi-
libria defined by a sequence of estimated-deterministic equilibria. This problem is part
of a future work.
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