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This work is concerned with discrete-time zero-sum games with Markov transitions on a denumerable space. At each decision time player II can stop the system paying a terminal reward to player I, or can let the system to continue its evolution. If the system is not halted, player I selects an action which affects the transitions and receives a running reward from player II. Assuming the existence of an absorbing state which is accessible from any other state, the performance of a pair of decision strategies is measured by the total expected reward criterion. In this context it is shown that the value function of the game is characterized by an equilibrium equation, and the existence of a Nash equilibrium is established.
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## 1. INTRODUCTION

This note concerns with zero-sum games with Markovian transitions on a denumerable state space and discrete-time parameter. Two players drive the system by applying actions: at each decision epoch Player II always has two options, namely, to stop the game paying a terminal reward to player I, or else, to let the system to continue its evolution, and in this case player I chooses and applies an action affecting the system transition and entitling him to receive a running reward from player II. The performance of a pair of strategies is measured by the total reward criterion and, besides standard continuity-compactness conditions, the framework of the paper is determined by the following condition, under which the total reward criterion generalizes the discounted index: There is an absorbing state which is accessible from any other state and at which the running and terminal rewards are null. In this framework, the main objectives of the paper can be stated as follows:

- to characterize the value function of the game via an equilibrium equation, and
- to determine a Nash equilibrium.
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Markov stopping games with discounted criterion were studied in [5], where an application to mathematical finance was discussed; recently, in [10] the total reward criterion for finite models with an absorbing state was studied, and the conclusions were illustrated with two examples. As in these papers, the approach of this work is based on the existence of a fixed point for a non-expansive operator, a result that, via basic ideas about stopping times, dynamic programming and Markov chains, allows to derive the existence of a Nash equilibrium.

The theory of Markov games van be traced back to [15] and [23], and recent advances and applications can be found, for instance, in [1, 2, 6, 9] or [3]. On the other hand, the idea of stopping time is of great relevance in stochastic analysis, and a deep account of the theory can be found in [16] and [12]; applications to mathematical finance can be seen in [4] and [11]. On the other hand, the theory on controlled Markov processes used in this note is well established and is exposed, for instance, in [7, 8, ,14, whereas applications can be found in [13, 20, 21, 22], and [17, 18, 19].

The organization of the subsequent material is as follows: The technical presentation starts at Section 2, where a Markov stopping game is formally defined, the total reward criterion is formulated, and the idea of Nash equilibrium is discussed. Then, in Section 3 a non-expansive operator is introduced and its main property is stated in Theorem 3.1, namely, that the operator admits a unique fixed point. Such a result is used to define strategies for players I and II which, as stated in Theorem 3.2, constitute a Nash equilibrium. Next, in Section 4 the basic technical tools that will be used to prove the main results are established in Lemmas 4.1-4.4. Finally, Theorems 3.1 and 3.2 are proved in Sections 5 and 6, respectively.

Notation. Given a nonempty set $\mathbb{K}$, the Banach space $\mathcal{C}(\mathbb{K})$ consist of all continuous functions $R: \mathbb{K} \rightarrow \mathbb{R}$ whose supremum norm $\|R\|$ is finite, where $\|R\|:=\sup _{k \in \mathbb{K}}|R(k)|$. $\mathbb{N}$ stands for the set of nonnegative integers and the indicator function of an event $A$ is denoted by $I[A]$. Finally, even without explicit mention, all relations involving conditional expectations are valid with probability 1 with respect to the underlying probability measure.

## 2. THE MODEL

This work is concerned with a dynamic model $\mathcal{G}=\left(S, A,\{A(x)\}_{x \in S}, R, G, P\right)$ which is referred to as a Markov stopping game, and whose elements have the following meaning: The (nonempty and) denumerable set $S$ is the state space and is endowed with the discrete topology, the metric space $A$ is the action set and, for each $x \in S, A(x) \subset A$ is the nonempty class of admissible actions at $x$ for player I. On the other hand, $R \in \mathcal{C}(\mathbb{K})$ is the running reward function, where the class of admissible pairs is defined by $\mathbb{K}:=$ $\{(x, a) \mid a \in A(x), x \in S\}$, and $G \in \mathcal{C}(S)$ is the terminal reward; finally, $P=\left[p_{x, y}(a)\right]$ is the controlled transition law on $S$ given $\mathbb{K}$, so that $p_{x, y}(a) \geq 0$ and $\sum_{y \in S} p_{x, y}(a)=1$ for each $(x, a) \in \mathbb{K}$. Model $\mathcal{G}$ is interpreted as follows: At each decision epoch $t \in \mathbb{N}$, players I and II observe the state of the system, say $X_{t}=x \in S$, and player II must select one of two actions: To stop the system paying a terminal reward $G(x)$ to player I, or let the system to continue its evolution. In this latter case, using the record of states up to time $t$ and actions previous to $t$, player I selects and applies an action (control)
$A_{t}=a \in A(x)$, and such an intervention has two consequences: player I gets a reward $R(x, a)$ from player II and, regardless of the previous states and actions, the system moves to $X_{t+1}=y \in S$ with probability $p_{x y}(a)$; this is the Markov property of the decision process. The following condition is enforced in the sequel.

Assumption 2.1. (i) For each $x \in S, A(x)$ is a compact subset of $A$.
(ii) For every $x, y \in S$, the mappings $a \mapsto R(x, a)$ and $a \mapsto p_{x, y}(a)$ are continuous in $a \in A(x)$.
(iii) For each $x \in S$ and $a \in A(x), G(x) \geq 0$ and $R(x, a) \geq 0$.

Decision Strategies. For each $t=0,1,2, \ldots$, the space $\mathbb{H}_{t}$ of possible histories up to time $t$ is defined by $\mathbb{H}_{0}:=S$ and $\mathbb{H}_{t}:=\mathbb{K}^{t} \times S$ when $t>0$, whereas $\mathbf{h}_{t}=$ $\left(x_{0}, a_{0}, \ldots, x_{i}, a_{i}, \ldots, x_{t}\right)$ stands for a generic element of $\mathbb{H}_{t}$, where $a_{i} \in A\left(x_{i}\right)$. A policy $\pi=\left\{\pi_{t}\right\}$ is a special sequence of stochastic kernels: For each $t \in \mathbb{N}$ and $\mathbf{h}_{t} \in \mathbb{H}_{t}, \pi_{t}\left(\cdot \mid \mathbf{h}_{t}\right)$ is a probability measure on $A$ concentrated on $A\left(x_{t}\right)$, and for each Borel subset $B \subset A$, the mapping $\mathbf{h}_{t} \mapsto \pi_{t}\left(B \mid \mathbf{h}_{t}\right), \mathbf{h}_{t} \in \mathbb{H}_{t}$, is Borel measurable. The class of all policies constitutes the family of admissible strategies for player $I$ and is denoted by $\mathcal{P}$. When player I drives the system using $\pi$, the control $A_{t}$ applied at time $t$ belongs to $B \subset A$ with probability $\pi_{t}\left(B \mid \mathbf{h}_{t}\right)$, where $\mathbf{h}_{t}$ is the observed history of the process up to time $t$. Given $\pi \in \mathcal{P}$ and the initial state $X_{0}=x$, a unique probability measure $P_{x}^{\pi}$ is uniquely determined on the Borel $\sigma$-field of the space $\mathbb{H}:=\prod_{t=0}^{\infty} \mathbb{K}$ of all possible realizations of the state-action process $\left\{\left(X_{t}, A_{t}\right)\right\}$ [7] [14]; the corresponding expectation operator is denoted by $E_{x}^{\pi}$. Next, define $\mathbb{F}:=\prod_{x \in S} A(x)$ and notice that $\mathbb{F}$ is a compact metric space, which consists of all functions $f: S \rightarrow A$ such that $f(x) \in A(x)$ for each $x \in S$. A policy $\pi$ is stationary if there exists $f \in \mathbb{F}$ such that the probability measure $\pi_{t}\left(\cdot \mid \mathbf{h}_{t}\right)$ is always concentrated at $f\left(x_{t}\right)$, and in this case $\pi$ and $f$ are naturally identified; with this convention, $\mathbb{F} \subset \mathcal{P}$. On the other hand, setting

$$
\begin{equation*}
\mathcal{F}_{t}:=\sigma\left(X_{0}, A_{0}, \ldots, X_{t-1}, A_{t-1}, X_{t}\right) \tag{1}
\end{equation*}
$$

the space $\mathcal{T}$ of strategies for player II consists of all stopping times $\tau: \mathbb{H} \rightarrow \mathbb{N}$ with respect to the filtration $\left\{\mathcal{F}_{t}\right\}$, that is, for each nonnegative integer $t$, the event $[\tau=t]$ belongs to $\mathcal{F}_{t}$.

Performance Criterion. Given the initial state $X_{0}=x \in S$, the total expected reward of player I associated with the pair $(\pi, \tau) \in \mathcal{P} \times \mathcal{T}$ is given by

$$
\begin{align*}
& V(x ; \pi, \tau) \\
& \quad:=E_{x}^{\pi}\left[\left(\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau}\right)\right) I[\tau<\infty]\right]+E_{x}^{\pi}\left[I[\tau=\infty] \sum_{t=0}^{\infty} R\left(X_{t}, A_{t}\right)\right], \tag{2}
\end{align*}
$$

where the convention

$$
\begin{equation*}
\sum_{t=0}^{-1} R\left(X_{t}, A_{t}\right)=0 \tag{3}
\end{equation*}
$$

is enforced. When player II employs the strategy $\tau$, the best expected total reward of player I is $\sup _{\pi \in \mathcal{P}} V(x ; \pi, \tau)$, and the (upper-) value function of the game is given by

$$
\begin{equation*}
V^{*}(x):=\inf _{\tau \in \mathcal{T}}\left[\sup _{\pi \in \mathcal{P}} V(x ; \pi, \tau)\right], \quad x \in S \tag{4}
\end{equation*}
$$

Interchanging the order in which the supremum and the infimum are taken, the following lower-value function of the game is obtained:

$$
\begin{equation*}
V_{*}(x):=\sup _{\pi \in \mathcal{P}}\left[\inf _{\tau \in \mathcal{T}} V(x ; \pi, \tau)\right], \quad x \in S \tag{5}
\end{equation*}
$$

since $\sup _{\pi \in \mathcal{P}} V(x ; \pi, \tau) \geq V(x ; \pi, \tau) \geq \inf _{\tau \in \mathcal{T}} V(x ; \pi, \tau)$, these definitions lead to

$$
\begin{equation*}
V^{*}(\cdot) \geq V_{*}(\cdot) \tag{6}
\end{equation*}
$$

Equilibrium Strategies. As already mentioned, this paper is focused on the existence of a Nash equilibrium, an idea that is introduced below.
Definition 2.2. A pair $\left(\pi^{*}, \tau^{*}\right) \in \mathcal{P} \times \mathcal{T}$ is a Nash equilibrium if, for every state $x \in S$,

$$
\begin{equation*}
V\left(x ; \pi, \tau^{*}\right) \leq V\left(x ; \pi^{*}, \tau^{*}\right) \leq V\left(x ; \pi^{*}, \tau\right), \quad \pi \in \mathcal{P}, \quad \tau \in \mathcal{T} \tag{7}
\end{equation*}
$$

Suppose that the strategies $\pi^{*}$ and $\tau^{*}$ actually used by the players form a Nash equilibrium. In this case the first inequality in the above display shows that, if player II keeps on using strategy $\tau^{*}$, then player I does not have any incentive to switch to other policy. Similarly, the second inequality in (7) implies that, if player I keeps on using $\pi^{*}$, then there is not any incentive for player II to change his strategy. Also, note that (7) implies that

$$
V^{*}(\cdot) \leq \sup _{\pi} V\left(\cdot ; \pi, \tau^{*}\right) \leq V\left(\cdot ; \pi^{*}, \tau^{*}\right) \leq \inf _{\tau} V\left(x ; \pi^{*}, \tau\right) \leq V_{*}(\cdot)
$$

where the left- and right-most inequalities are due to (4) and (5), respectively, so that via (6) it follows that the upper and lower value functions coincide.

The existence of a Nash equilibrium was established in [5] for Markov stopping games with the discounted criterion. As it was pointed out in [10], the discounted index is a particular case of the total reward criterion applied to models with an absorbing state $z$ satisfying two properties: (i) The running and terminal reward are null at $z$, and (ii) Under any stationary policy, state $z$ is accessible from any initial state. These conditions are formally stated as follows.

Assumption 2.3. There exists a state $z \in S$ for which conditions (i)-(iii) below hold.
(i) For every $x \in S$,

$$
\begin{equation*}
P_{x}^{f}\left[\tau_{z}<\infty\right]=1 \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{z}:=\min \left\{n \mid X_{n}=z\right\} \tag{9}
\end{equation*}
$$

(ii) $G(z)=0=R(z, \cdot)$ and $p_{z, z}(a)=1, \quad a \in A(z)$.

Note that (9) yields that

$$
\begin{equation*}
P_{z}^{\pi}\left[\tau_{z}=0\right]=1, \quad \pi \in \mathcal{P} . \tag{10}
\end{equation*}
$$

## 3. MAIN THEOREM

In this section the main result on the existence of a Nash equilibrium is stated. First, a subset of $\mathcal{C}(S)$ and an operator on that set are introduced.

Definition 3.1. (i) The space $\llbracket 0, G \rrbracket \subset \mathcal{C}(S)$ is defined by

$$
\begin{equation*}
\llbracket 0, G \rrbracket:=\{h \in \mathcal{C}(S) \mid 0 \leq h(x) \leq G(x)\} . \tag{11}
\end{equation*}
$$

(ii) The operator $T: \llbracket 0, G \rrbracket \rightarrow \llbracket 0, G \rrbracket$ is determined as follows: For every $W \in \llbracket 0, G \rrbracket$ and $x \in S$,

$$
\begin{equation*}
T[W](x):=\min \left\{G(x), \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) W(y)\right]\right\} \tag{12}
\end{equation*}
$$

Using that $R$ and $G$ are nonnegative, it is not difficult to verify that $T$ transforms $\llbracket 0, G \rrbracket$ into itself and that

$$
\begin{equation*}
T[W](z)=W(z)=0, \quad W \in \llbracket 0, G \rrbracket . \tag{13}
\end{equation*}
$$

Note that $T$ is monotone, i. e., for $W, W_{1} \in \llbracket 0, G \rrbracket$,

$$
\begin{equation*}
W \leq W_{1} \Longrightarrow T[W] \leq T\left[W_{1}\right] \tag{14}
\end{equation*}
$$

Theorem 3.2. Under Assumptions 2.1 and 2.3 the operator $T$ has a unique fixed point, that is, there exists a unique function $W^{*} \in \llbracket 0, G \rrbracket$ satisfying

$$
\begin{equation*}
W^{*}=T\left[W^{*}\right] \tag{15}
\end{equation*}
$$

Next, strategies for players I and II will be defined using the fixed point $W^{*}$. Notice that (15) can be explicitly written as

$$
\begin{equation*}
W^{*}(x)=\min \left\{G(x), \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) W^{*}(y)\right]\right\}, \quad x \in S \tag{16}
\end{equation*}
$$

and observe that, since $W^{*} \in \llbracket 0, G \rrbracket$ and $G$ is bounded, from Assumption 2.1 it follows that there exists a policy $f^{*} \in \mathbb{F}$ satisfying

$$
\begin{align*}
R\left(x, f^{*}(x)\right) & +\sum_{y \in S} p_{x, y}\left(f^{*}(x)\right) W^{*}(y) \\
& =\sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) W^{*}(y)\right], \quad x \in S . \tag{17}
\end{align*}
$$

Next, define the subset $S^{*}$ of the state space by

$$
\begin{equation*}
S^{*}:=\left\{x \in S \mid W^{*}(x)=G(x)\right\} \tag{18}
\end{equation*}
$$

and let $\tau^{*}$ be the hitting time of set $S^{*}$, that is,

$$
\begin{equation*}
\tau^{*}:=\min \left\{n \in \mathbb{N} \mid X_{n} \in S^{*}\right\} \tag{19}
\end{equation*}
$$

so that $\tau^{*}$ is a stopping time with respect to the filtration $\left\{\mathcal{F}_{t}\right\}$ in (1), that is, $\tau^{*}$ belongs to the space $\mathcal{T}$ of admissible strategies for player II. With this notation, the main conclusion of this paper can be stated as follows.

Theorem 3.3. Under Assumptions 2.1 and 2.3 the following assertions (i) - (ii) hold.
(i) For every $x \in S$,

$$
V\left(x ; f^{*}, \tau^{*}\right)=W^{*}(x)
$$

(ii) The pair $\left(f^{*}, \tau^{*}\right) \in \mathbb{F} \times \mathcal{T}$ is a Nash equilibrium.

Theorem 3.2 and 3.3 will be proved in Sections 5 and 6 , respectively, after the necessary preliminaries established in Section 4. The argument used to prove Theorem 3.2 relies heavily on the the monotonicity property in $\sqrt{14}$, whereas Theorem 3.3 will be established via dynamic programming arguments. Throughout the remainder Assumptions 2.1 and 2.3 are enforced.

## 4. TECHNICAL TOOLS

This section contains the auxiliary results that will be used to establish Theorems 3.2 and 3.3 The starting point is the following consequence of Assumption 2.1.

Lemma 4.1. (i) Consider a family $\left\{S_{k}\right\}$ of finite subsets of $S$ such that

$$
\begin{equation*}
S=\bigcup_{k=1}^{\infty} S_{k}, \quad S_{k} \subset S_{k+1}, \quad k \in \mathbb{N} \tag{20}
\end{equation*}
$$

and for each $x \in S$ and $k \in \mathbb{N}$ define

$$
\begin{equation*}
\delta_{k}(x):=\sup _{a \in A(x)}\left[1-\sum_{y \in S_{k}} p_{x, y}(a)\right]=\sup _{a \in A(x)} \sum_{y \in S \backslash S_{k}} p_{x, y}(a) . \tag{21}
\end{equation*}
$$

In this case,

$$
\lim _{k \rightarrow \infty} \delta_{k}(x)=0, \quad x \in S
$$

(ii) If $\left\{W_{n}\right\} \subset \mathcal{C}(S)$ is such that

$$
\begin{equation*}
c:=\sup _{n \in \mathbb{N}}\left\|W_{n}\right\|<\infty \quad \text { and } \quad \lim _{n \rightarrow \infty} W_{n}(x)=0, \quad x \in S \tag{22}
\end{equation*}
$$

then

$$
\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)\left|W_{n}(y)\right| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty
$$

Proof. (i) Observe that the conditions in 20) imply that

$$
\sum_{y \in S_{k}} p_{x, y}(a) \nearrow \sum_{y \in S} p_{x, y}(a)=1 \text { as } k \nearrow 1
$$

moreover, by Assumpion 2.1 for each $k \in \mathbb{N}$ the mappings $a \mapsto \sum_{y \in S_{k}} p_{x, y}(a)$ is continuous on the compact space $A(x)$, so that Dini's theorem implies that the above convergence is uniform on the space $A(x)$, that is, $\sup _{a \in A(x)}\left[1-\sum_{y \in S_{k}} p_{x, y}(a)\right] \rightarrow 0$.
(ii) Let $x \in S$ be fixed and notice that, for every $k \in \mathbb{N}$

$$
\begin{aligned}
\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)\left|W_{n}(y)\right| & \leq \sup _{a \in A(x)} \sum_{y \in S_{k}} p_{x, y}(a)\left|W_{n}(y)\right|+\sup _{a \in A(x)} \sum_{y \in S \backslash S_{k}} p_{x, y}(a)\left|W_{n}(y)\right| \\
& \leq \max _{y \in S_{k}}\left|W_{n}(y)\right|+c \sup _{a \in A(x)} \sum_{y \in S \backslash S_{k}} p_{x, y}(a) \\
& =\max _{y \in S_{k}}\left|W_{n}(y)\right|+c \delta_{k}(x)
\end{aligned}
$$

where the equality is due to (21). Recalling that the sets $S_{k}$ are finite, using (22) it follows that

$$
\limsup _{n \rightarrow \infty}\left|\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a) W_{n}(y)\right| \leq c \delta_{k}(x), \quad x \in S,
$$

and then, since $k \in \mathbb{N}$ is arbitrary, the conclusion follows from part (i).
The following result establishes the continuity of the operator $T$ with respect to the topology of pointwise convergence.

Lemma 4.2. Suppose that the sequence $\left\{W_{n}\right\} \subset \llbracket 0, G \rrbracket$ converges pointwise to a function $V: S \rightarrow \mathbb{R}$, that is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} W_{n}(x)=V(x), \quad x \in S \tag{23}
\end{equation*}
$$

In this case

$$
V \in \llbracket 0, G \rrbracket \quad \text { and } \quad \lim _{n \rightarrow \infty} T\left[W_{n}\right](x)=T[V](x), \quad x \in S .
$$

Proof. Observe that the inclusion $V \in \llbracket 0, G \rrbracket$ follows from (11) and 23). Next, let $x \in S$ be arbitrary and notice that

$$
\begin{aligned}
& \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) W_{n}(y)\right] \\
& \quad=\sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) V(y)+\sum_{y \in S} p_{x, y}(a)\left[W_{n}(y)-V(y)\right]\right] \\
& \quad \leq \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) V(y)\right]+\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)\left|W_{n}(y)-V(y)\right|,
\end{aligned}
$$

a relation that together with $\sqrt[12]{ }$ leads to

$$
T\left[W_{n}\right](x) \leq T[V](x)+\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)\left|W_{n}(y)-V(y)\right|
$$

The inequality that is obtained by interchanging the roles of $W_{n}$ and $V$ can be established along similar lines, and it follows that

$$
\left|T\left[W_{n}\right](x)-T[V](x)\right| \leq \sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)\left|W_{n}(y)-V(y)\right| .
$$

Taking the limit as $n$ goes to $\infty$ in both sides of this inequality, an application of Lemma 4.1 (ii) with $\left|W_{n}-V\right|$ instead of $W_{n}$ leads to $\left|T\left[W_{n}\right](x)-T[V](x)\right| \rightarrow 0$ as $n \rightarrow \infty$.

In the second part of the following lemma, property (8) will be extended to the class of all policies.

Lemma 4.3. For each $x \in S$, and $n \in \mathbb{N}$, define

$$
\begin{equation*}
M_{n}(x):=\sup _{\pi \in \mathcal{P}} P_{x}^{\pi}\left[\tau_{z}>n\right] \in[0,1] . \tag{24}
\end{equation*}
$$

With this notation,
(i) For each $x \in S$,

$$
M_{n}(x) \rightarrow 0 \text { as } n \rightarrow \infty ;
$$

(ii) For every $x \in S$ and $\pi \in \mathcal{P}$,

$$
P_{x}^{\pi}\left[\tau_{z}<\infty\right]=1
$$

Proof. Since $\left[\tau_{z}>n+1\right] \subset\left[\tau_{z}>n\right]$, it follows that the inequality $P_{x}^{\pi}\left[\tau_{z}>n+1\right] \leq$ $P_{x}^{\pi}\left[\tau_{z}>n\right]$ always holds, and then (24) yields that

$$
M_{n+1} \leq M_{n}, \quad n \in \mathbb{N}
$$

so that

$$
\begin{equation*}
M(x):=\lim _{n \rightarrow \infty} M_{n}(x) \in[0,1] \tag{25}
\end{equation*}
$$

exists for every $x \in S$; notice that 10 yields that $M_{n}(z)=0$ for every positive $n$, so that

$$
\begin{equation*}
M(z)=0 \tag{26}
\end{equation*}
$$

Now, let $x \in S$ be arbitrary but fixed. Given $n \in \mathbb{N}$, select a policy $\nu_{x} \in \mathcal{P}$ in such a way that

$$
\begin{equation*}
M_{n+1}(x)-\frac{1}{n+1} \leq P_{x}^{\nu_{x}}\left[\tau_{z}>n+1\right] . \tag{27}
\end{equation*}
$$

Next, have a glance at (9) and notice that $\left[\tau_{z}>n+1\right]=\left[\tau_{z}>n+1, X_{1} \neq z\right]$ for every $n \in \mathbb{N}$. With this in mind, an application of the Markov property yields that for every $\tilde{a} \in A(x)$

$$
\begin{aligned}
P_{x}^{\nu_{x}}\left[\tau_{z}>n+1 \mid A_{0}=\tilde{a}\right] & =\sum_{y \in S \backslash\{z\}} p_{x, y}(\tilde{a}) P_{y}^{\nu_{x, \tilde{a}}}\left[\tau_{z}>n\right] \\
& \leq \sum_{y \in S \backslash\{z\}} p_{x, y}(\tilde{a}) M_{n}(y) \\
& \leq \sup _{a \in A(x)}\left[\sum_{y \in S \backslash\{z\}} p_{x, y}(a) M_{n}(y)\right],
\end{aligned}
$$

where policy $\nu_{x, \tilde{a}}$ is determined by $\nu_{x, \tilde{a}, t}\left(\cdot \mid \mathbf{h}_{t}\right)=\nu_{x, t+1}\left(\cdot \mid x, \tilde{a}, \mathbf{h}_{t}\right)$ for every $t \in \mathbb{N}$ and $\mathbf{h}_{t} \in \mathbb{H}_{t}$, and the first inequality is due to 24$)$. Since $\tilde{a} \in A(x)$ is arbitrary, the above display leads to

$$
P_{x}^{\nu_{x}}\left[\tau_{z}>n+1\right] \leq \sup _{a \in A(x)}\left[\sum_{y \in S \backslash\{z\}} p_{x, y}(a) M_{n}(y)\right] .
$$

On the other hand, since $M_{n}(\cdot) \in[0,1]$, from Assumption 2.1 it follows that there exists an action $a_{x, n} \in A(x)$ such that

$$
\sum_{y \in S \backslash\{z\}} p_{x, y}\left(a_{x, n}\right) M_{n}(y)=\sup _{a \in A(x)}\left[\sum_{y \in S \backslash\{z\}} p_{x, y}(a) M_{n}(y)\right]
$$

and the three previous displays together imply that

$$
\begin{align*}
M_{n+1}(x)-\frac{1}{n+1} & \leq \sum_{y \in S \backslash\{z\}} p_{x, y}\left(a_{x, n}\right) M_{n}(y) \\
& \leq \sum_{y \in S_{k} \backslash\{z\}} p_{x, y}\left(a_{x, n}\right) M_{n}(y)+\sum_{y \in S \backslash S_{k}} p_{x, y}\left(a_{x, n}\right) M_{n}(y), \\
& M_{n+1}(x)-\frac{1}{n+1} \leq \sum_{y \in S_{k} \backslash\{z\}} p_{x, y}\left(a_{x, n}\right) M_{n}(y)+\delta_{k} . \tag{28}
\end{align*}
$$

Since $\left\{a_{x, n}\right\}$ is contained in the compact (metric) space $A(x)$, there exists a subsequence $\left\{a_{x, n_{r}}\right\}$ such that $\lim _{r \rightarrow \infty} a_{x, n_{r}}=: a_{x} \in A(x)$, and then, replacing $n$ be $n_{r}$ in the above display an taking the limit as $r \rightarrow \infty$ in both sides of the resulting inequality, Assumption 2.1 and 25 together imply that $M(x) \leq \sum_{y \in S_{k} \backslash\{z\}} p_{x, y}\left(a_{x}\right) M(y)+\delta_{k}$. Since this last inequality is valid for every $k \in \mathbb{N}$, via (20) and (21) it follows that

$$
M(x) \leq \sum_{y \in S \backslash\{z\}} p_{x, y}(\hat{f}(x)) M(y), \quad x \in S
$$

where the stationary policy $\hat{f}$ is given by $f(x):=a_{x}$ for every $x \in S$. Let $n \in \mathbb{N}$ be arbitrary and, using that $\left[\tau_{z}>n+1\right]=\left[\tau_{z}>n, X_{n+1} \neq z\right]$, combine the above display with the Markov property to obtain

$$
\begin{aligned}
E_{x}^{\hat{f}}\left[M\left(X_{n+1}\right) I\left[\tau_{z}>n+1\right] \mid \mathcal{F}_{n}\right] & =E_{x}^{\hat{f}}\left[M\left(X_{n+1}\right) I\left[\tau_{z}>n, X_{n+1} \neq z\right] \mid \mathcal{F}_{n}\right] \\
& =I\left[\tau_{z}>n\right] E_{x}^{\hat{f}}\left[M\left(X_{n+1}\right) I\left[X_{n+1} \neq z\right] \mid \mathcal{F}_{n}\right] \\
& =I\left[\tau_{z}>n\right] \sum_{y \in S \backslash\{z\}} p_{X_{n}, y}\left(\hat{f}\left(X_{n}\right)\right) M(y) \\
& \geq I\left[\tau_{z}>n\right] M\left(X_{n}\right)
\end{aligned}
$$

where, observing that $X_{n} \neq z$ on the event $\left[\tau_{n}>n\right]$, (28) with $X_{n}$ instead of $x$ was used in the last step. It follows that the inequality

$$
E_{x}^{\hat{f}}\left[M\left(X_{n}\right) I\left[\tau_{z}>n\right]\right] \leq \mid E_{x}^{\hat{f}}\left[M\left(X_{n+1}\right) I\left[\tau_{z}>n+1\right]\right]
$$

is always valid, and then

$$
\begin{aligned}
M(x) P_{x}^{\hat{f}}\left[\tau_{z}>0\right]=E_{x}^{\hat{f}}\left[M\left(X_{0}\right) I\left[\tau_{z}>0\right]\right] & \leq E_{x}^{\hat{f}}\left[M\left(X_{n}\right) I\left[\tau_{z}>n\right]\right] \\
& \leq P_{x}^{\hat{f}}\left[\tau_{z}>n\right], \quad x \in S, \quad n \in \mathbb{N},
\end{aligned}
$$

where the inclusion in 25 was used to set the second inequality. Next, using that $\lim _{n \rightarrow \infty} P_{x}^{\hat{f}}\left[\tau_{z}>n\right]=0$, by Assumption 2.3 (i), the above display yields that

$$
M(x) P_{x}^{\hat{f}}\left[\tau_{z}>0\right]=0
$$

and then, observing that $I\left[\tau_{z}>0\right]=1$ on the event $\left[X_{0} \neq z\right]$, it follows that $M(x)=0$ for $x \in S \backslash\{z\}$, so that $M(\cdot)=0$, by (26), establishing part (i). To conclude note that for each $x \in S, n \in \mathbb{N}$ and $\pi \in \mathcal{P}, P_{x}^{\pi}\left[\tau_{z}>n\right] \leq M_{n}(x)$, and then part (i) implies that $P_{x}^{\pi}\left[\tau_{z}=\infty\right]=\lim _{n \rightarrow \infty} P_{x}^{\pi}\left[\tau_{z}>n\right] \leq \lim _{n \rightarrow \infty} M_{n}(x)=0$, so that $P_{x}^{\pi}\left[\tau_{z}<\infty\right]=1$.

The following lemma shows that, in the context determined by Assumption 2.3, the space of strategies of player II can be reduced to the class of finite stopping times, a result that will be used in the proof of Theorem 3.3.

Lemma 4.4. For every $(\pi, \tau) \in \mathcal{P} \times \mathcal{T}$,

$$
\begin{equation*}
V(\cdot, \pi, \tau)=V\left(\cdot, \pi, \tau \wedge \tau_{z}\right) \tag{29}
\end{equation*}
$$

Proof. Let $x \in S$, and $(\pi, \tau) \in \mathcal{P} \times \mathcal{T}$ be arbitrary. Keep in mind that $P_{x}^{\pi}\left[\tau_{z}<\infty\right]=1$, by Lemma 4.3 , and notice that Assumption 2.3 and (9) yield that

$$
\begin{equation*}
\text { On }\left[\tau_{z}<\infty\right], \quad X_{\tau_{z}}=z \quad \text { and } \quad R\left(X_{n}, A_{n}\right)=G\left(X_{n}\right)=0, \quad n \geq \tau_{z} \tag{30}
\end{equation*}
$$

Next, observe the following facts (a)-(c):
(a) On the event $[\tau=\infty] \cap\left[\tau_{z}<\infty\right]$ the above display yields that

$$
\begin{aligned}
\sum_{t=0}^{\infty} R\left(X_{t}, A_{t}\right) & =\sum_{t=0}^{\tau_{z}-1} R\left(X_{t}, A_{t}\right) \\
& =\sum_{t=0}^{\tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau_{z}}\right)=\sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau \wedge \tau_{z}}\right)
\end{aligned}
$$

and then, since $P_{x}^{\pi}\left[\tau_{z}<\infty\right]=1$,

$$
\begin{equation*}
E_{x}^{\pi}\left[I[\tau=\infty] \sum_{t=0}^{\infty} R\left(X_{t}, A_{t}\right)\right]=E_{x}^{\pi}\left[I[\tau=\infty] \sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau \wedge \tau_{z}}\right)\right] \tag{31}
\end{equation*}
$$

(b) On the event $\left[\tau_{z} \leq \tau<\infty\right], \tau_{z}=\tau \wedge \tau_{z}$ and via (30) it follows that $G\left(X_{\tau}\right)=0=$ $G\left(X_{\tau_{z}}\right)=G\left(X_{\tau \wedge \tau_{z}}\right)$ as well as $\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)=\sum_{t=0}^{\tau_{z} 1} R\left(X_{t}, A_{t}\right)=\sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)$ so that

$$
\begin{aligned}
& E_{x}^{\pi}\left[I\left[\tau_{z} \leq \tau<\infty\right]\left(\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau}\right)\right)\right] \\
& \quad=E_{x}^{\pi}\left[I\left[\tau_{z} \leq \tau<\infty\right]\left(\sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau \wedge \tau_{z}}\right)\right)\right]
\end{aligned}
$$

On the other hand, since $\tau=\tau \wedge \tau_{z}$ on the event $\left[\tau<\infty, \tau<\tau_{z}\right]$, it follows that

$$
\begin{aligned}
& E_{x}^{\pi}\left[I\left[\tau<\infty, \tau<\tau_{z}\right] \sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)\right] \\
&\left.=E_{x}^{\pi}\left[I\left[\tau<\infty, \tau<\tau_{z}\right]\right] \sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau \wedge \tau_{z}}\right)\right]
\end{aligned}
$$

an equality that together with the previous display leads to

$$
\begin{aligned}
& E_{x}^{\pi}\left[I[\tau<\infty]\left(\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau}\right)\right)\right] \\
&=E_{x}^{\pi}\left[I[\tau<\infty]\left(\sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau \wedge \tau_{z}}\right)\right)\right]
\end{aligned}
$$

Combining this equality with (31) and (2) it follows that

$$
V(x ; \pi, \tau)=E_{x}^{\pi}\left[\sum_{t=0}^{\tau \wedge \tau_{z}-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau \wedge \tau_{z}}\right)\right] .
$$

Finally, since $P_{x}^{\pi}\left[\tau \wedge \tau_{z}=\infty\right]=0$, by Lemma 4.3, the right-hand side of the above display coincides with $V\left(x, \pi, \tau \wedge \tau_{z}\right)$, and then $V(x ; \pi, \tau)=V\left(x ; \pi, \tau \wedge \tau_{z}\right)$.

## 5. THE FIXED POINT RESULT

In this section Theorem 3.2 will be established. The existence of a fixed point will be proved combining the continuity result in Lemma 4.2 with the monotonicity property (14), whereas the uniqueness will be derived via the continuity conditions in Assumption 2.1 and the optional sampling theorem.

Proof of Theorem 3.2. Set $W_{n}:=T^{n}[0]$ for each nonnegative integer $n$, so that

$$
\begin{equation*}
W_{n+1}=T\left[W_{n}\right], \quad n \in \mathbb{N} . \tag{32}
\end{equation*}
$$

Since $W_{0}=0 \in \llbracket 0, G \rrbracket$ and $W_{1}=T[0] \in \llbracket 0, G \rrbracket$ it follows that $W_{1} \geq W_{0}$, and then an induction argument combining using the above display and (14) immediately yields that

$$
0 \leq W_{n} \leq W_{n+1} \leq G
$$

where the extreme inequalities are due to the fact that the functions $W_{n}$ belong to $\llbracket 0, G \rrbracket$. Thus, for each $y \in S$, the sequence $\left\{W_{n}(y)\right\}$ is monotone and bounded, so that

$$
\lim _{n \rightarrow \infty} W_{n}(y)=: \hat{W}(y)
$$

exists for every $y \in S$. From this point, Lemma 4.2 yields that $\hat{W} \in \llbracket 0, G \rrbracket$ and

$$
\lim _{n \rightarrow \infty} T\left[W_{n}\right](x)=T[\hat{W}](x), \quad x \in S
$$

and then, taking the limit as $n$ goes to $\infty$ in both sides of (32), the two previous displays lead to

$$
\hat{W}=T[\hat{W}],
$$

showing that $\hat{W}$ is a fixed point if $T$. To conclude, it will be proved that such a fixed point is unique. Let $V \in \llbracket 0, G \rrbracket$ be an arbitrary fixed point of $T$, so that

$$
V=T[V]
$$

and observe that 12 yields that for every $x \in S$

$$
\begin{aligned}
& \hat{W}(x)=T[\hat{W}](x) \\
&=\min \left\{G(x), \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) \hat{W}(y)\right]\right\} \\
&=\min \left\{G(x), \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) V(y)+\sum_{y \in S} p_{x, y}(a)[\hat{W}(y)-V(y)]\right]\right\} \\
& \leq \min \left\{G(x), \sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) V(y)\right]\right\} \\
& \quad+\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)[\hat{W}(y)-V(y)] \\
&=T[V](x)+\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)[\hat{W}(y)-V(y)] \\
&=V(x)+\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)[\hat{W}(y)-V(y)],
\end{aligned}
$$

and then

$$
\hat{W}(x)-V(x) \leq \sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)[\hat{W}(y)-V(y)], \quad x \in S .
$$

Since $\hat{W}, V \in \llbracket 0, G \rrbracket$ and $G$ is bounded, it follows that $\|\hat{W}-V\| \leq\|G\|<\infty$, and then Assumption 2.1 implies that there exists $f \in \mathbb{F}$ such that

$$
\sum_{y \in S} p_{x, y}(f(x))[\hat{W}(y)-V(y)]=\sup _{a \in A(x)} \sum_{y \in S} p_{x, y}(a)[\hat{W}(y)-V(y)], \quad x \in S,
$$

so that

$$
\begin{equation*}
\hat{W}(x)-V(x) \leq \sum_{y \in S} p_{x, y}(f(x))[\hat{W}(y)-V(y)], \quad x \in S \tag{33}
\end{equation*}
$$

This relation and the Markov property imply that, for every $x \in S$ and $n \in \mathbb{N}$,

$$
\hat{W}\left(X_{n}\right)-V\left(X_{n}\right) \leq \sum_{y \in S} p_{X_{n}, y}\left(f\left(X_{n}\right)\right)[\hat{W}(y)-V(y)]=E_{x}^{f}\left[\hat{W}\left(X_{n+1}\right)-V\left(X_{n+1}\right) \mid \mathcal{F}_{n}\right]
$$

and then $\left\{\left(\hat{W}\left(X_{n}\right)-V\left(X_{n}\right), \mathcal{F}_{n}\right)\right\}$ is a supermartingale with respect to $P_{x}^{f}$. Observing that $\left\{\hat{W}\left(X_{n}\right)-V\left(X_{n}\right)\right\}$ is uniformly integrable (since $\|\hat{W}-V\| \leq\|G\|<\infty$ ) and

$$
P_{x}^{f}\left[\tau_{z}<\infty\right]=1
$$

by Assumption 2.3(i), the optional sampling theorem implies that

$$
\hat{W}(x)-V(x)=E_{x}^{f}\left[\hat{W}\left(X_{0}\right)-V\left(X_{0}\right)\right] \leq E_{x}^{f}\left[\hat{W}\left(X_{\tau_{z}}\right)-V\left(X_{\tau_{z}}\right)\right] .
$$

Thus, using that $X_{\tau_{z}}=z$ on the event $\left[\tau_{z}<\infty\right]$ and $\hat{W}(z)=V(z)=0$, by 13, the two last displays yield that $\hat{W}(x)-V(x) \leq 0$, whereas the reverse inequality can be established interchanging the roles of $\hat{W}$ and $V$. It follows that $\hat{W}=V$, showing that $T$ has a unique fixed point.

## 6. EXISTENCE OF NASH EQUILIBRIA

In this section a proof of Theorem 3.3 will be presented. By convenience, the core of the argument is presented separately in two lemmas.

Lemma 6.1. For each $\tau \in \mathcal{T}$,

$$
\begin{equation*}
W^{*}(\cdot) \leq V\left(\cdot ; f^{*}, \tau\right) \tag{34}
\end{equation*}
$$

Proof. Notice that, by Assumption 2.3 and Lemma 4.4, replacing $\tau$ by $\tau \wedge \tau_{z}$, if necessary, it is sufficient to establish the conclusion under the condition that $\tau$ is a finite stopping time:

$$
\begin{equation*}
P_{x}^{f^{*}}[\tau<\infty]=1, \quad x \in S \tag{35}
\end{equation*}
$$

With this in mind, the verification of (34) relies on the following claim:
For every $\tau \in \mathcal{T}$ and every positive integer $n$ and $x \in S$,

$$
\begin{equation*}
W^{*}(x) \leq E_{x}^{f^{*}}\left[\sum_{t=0}^{n-1} R\left(X_{t}, A_{t}\right) I[\tau>t]+W^{*}\left(X_{\tau}\right) I[\tau \leq n]+W^{*}\left(X_{n}\right) I[\tau>n]\right] . \tag{36}
\end{equation*}
$$

Before proving this assertion, it will be used to establish the desired conclusion under the condition (35). Notice that, using the nonnegativity of $R$ and $W^{*}$ as well as 35), via the monotone convergence theorem it follows that

$$
\begin{aligned}
\lim _{n \rightarrow \infty} E_{x}^{f^{*}} & {\left[\sum_{t=0}^{n-1} R\left(X_{t}, A_{t}\right) I[\tau>t]+W^{*}\left(X_{\tau}\right) I[\tau \leq n]\right] } \\
& =E_{x}^{f^{*}}\left[\sum_{t=0}^{\infty} R\left(X_{t}, A_{t}\right) I[\tau>t]+W^{*}\left(X_{\tau}\right)\right]=E_{x}^{f^{*}}\left[\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)+W^{*}\left(X_{\tau}\right)\right] .
\end{aligned}
$$

On the other hand, since $\left\|W^{*} \mid \leq\right\| G \|<\infty$, via (35) it follows that

$$
E_{x}^{f^{*}}\left[W^{*}\left(X_{n}\right) I[\tau>n]\right] \leq\left\|W^{*}\right\| P_{x}^{f^{*}}[\tau>n] \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Taking the limit in the right-hand side of (36) this two last displays yield that

$$
\begin{aligned}
W^{*}(x) & \leq E_{x}^{f^{*}}\left[\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)+W^{*}\left(X_{\tau}\right)\right] \\
& \leq E_{x}^{f^{*}}\left[\sum_{t=0}^{\tau-1} R\left(X_{t}, A_{t}\right)+G\left(X_{\tau}\right)\right]=V\left(x, f^{*}, \tau\right), \quad x \in S
\end{aligned}
$$

where the second inequality is due to the relation $W(\cdot) \leq G(\cdot)$ (derived from (16p) and, using (35), the equality is due to (2). This establishes (34). To conclude, claim (36) will be verified. To start with, note that (16) and (17) together imply that

$$
\begin{equation*}
W^{*}(x) \leq R\left(x, f^{*}(x)\right)+\sum_{y \in S} p_{x, y}\left(f^{*}(x)\right) W^{*}(y), \quad x \in S . \tag{37}
\end{equation*}
$$

On the other hand, using that $[\tau=0] \in \mathcal{F}_{0}=\sigma\left(X_{0}\right)$, it follows that for each $x \in S$,

$$
\left[X_{0}=x\right] \subset[\tau=0] \text { or }\left[X_{0}=x\right] \subset[\tau=0]^{c}=[\tau \geq 1]
$$

Now, the instance $n=1$ of (36) will be established considering the following two exhaustive cases:
Case 1: $\left[X_{0}=x\right] \subset[\tau=0]$.
In this context $P_{x}^{f^{*}}[\tau=0]=1$, and it follows that

$$
\begin{aligned}
R\left(X_{0}\right) I[\tau & >0]+W^{*}\left(X_{\tau}\right) I[\tau \leq 0]+W^{*}\left(X_{1}\right) I[\tau>0] \\
& =W^{*}\left(X_{0}\right)=W^{*}(x) \quad P_{x}^{f^{*}} \text {-almost surely }
\end{aligned}
$$

so that the inequality in (36) holds with equality when $n=1$
Case 2: $\left[X_{0}=x\right] \subset[\tau \geq 1]$.
In this framework $P_{x}^{f^{*}}[\tau>0]=1$, and it follows that
$R\left(X_{0}\right) I[\tau>0]+W^{*}\left(X_{\tau}\right) I[\tau \leq 0]+W^{*}\left(X_{1}\right) I[\tau>0]=R\left(X_{0}\right)+W^{*}\left(X_{1}\right) \quad P_{x}^{f^{*}}$-almost surely, and then

$$
\begin{aligned}
& E_{x}^{f^{*}}\left[R\left(X_{0}\right) I[\tau>0]+W^{*}\left(X_{\tau}\right) I[\tau \leq 0]+W^{*}\left(X_{1}\right) I[\tau>0]\right] \\
&=E_{x}^{f^{*}}\left[R\left(X_{0}\right)+W\left(X_{1}\right)\right] \geq W^{*}(x)
\end{aligned}
$$

where the inequality is due to (37), so that the case $n=1$ of (36) also holds in the present context.
Proceeding by induction, suppose that (36) is valid for some positive integer $n$ and note that $W\left(X_{n}\right)$ and $I[\tau>n]$ are $\mathcal{F}_{n}$-measurable, so that

$$
\begin{aligned}
E_{x}^{f^{*}}\left[I[\tau>n] W\left(X_{n}\right) \mid \mathcal{F}_{n}\right] & =I[\tau>n] W\left(X_{n}\right) \\
& \leq I[\tau>n]\left(R\left(X_{n}, f^{*}\left(X_{n}\right)\right)+\sum_{y \in S} p_{X_{n}, y}\left(f^{*}\left(X_{n}\right)\right) W^{*}(y)\right) \\
& =E_{x}^{f^{*}}\left[R\left(X_{n}, A_{n}\right) I[\tau>n]+W^{*}\left(X_{n+1}\right) I[\tau>n] \mid \mathcal{F}_{n}\right]
\end{aligned}
$$

where (37) with $X_{n}$ instead of $x$ was used to set the inequality and the Markov property was used in the last step. Therefore,

$$
\begin{aligned}
& E_{x}^{f^{*}}\left[I[\tau>n] W\left(X_{n}\right)\right] \\
& \leq E_{x}^{f^{*}}\left[R\left(X_{n}, A_{n}\right) I[\tau>n]\right]+E_{x}^{f^{*}}\left[W^{*}\left(X_{n+1}\right) I[\tau>n]\right] \\
& =E_{x}^{f^{*}}\left[R\left(X_{n}, A_{n}\right) I[\tau>n]\right]+E_{x}^{f^{*}}\left[W^{*}\left(X_{n+1}\right) I[\tau=n+1]\right]+E_{x}^{f^{*}}\left[W^{*}\left(X_{n+1}\right) I[\tau>n+1]\right]
\end{aligned}
$$

Combining this relation with the induction hypothesis, it follows that $\sqrt{36}$ is valid with $n+1$ instead of $n$, completing the induction argument.

Lemma 6.2. For every $x \in S$

$$
\begin{equation*}
V\left(x ; \pi, \tau^{*}\right) \leq W^{*}(x), \quad \pi \in \mathcal{P} . \tag{38}
\end{equation*}
$$

Proof. First, suppose that $x \in S^{*}$. In this case (18) and (19) yield that

$$
W^{*}(x)=G^{*}(x) \quad \text { and } \quad P_{x}^{\pi}\left[\tau^{*}=0\right]=1
$$

whereas via (2) and (3) it follows that $V\left(x ; \pi, \tau^{*}\right)=G(x)$, so that (38) holds with equality. To establish 38 ) for $x \in S \backslash S^{*}$, an argument similar to the one used to prove Lemma 6.1 will be used. Consider the following claim: For every $\pi \in \mathcal{P}$ and $n \in \mathbb{N} \backslash\{0\}$

$$
\begin{array}{r}
W^{*}(x) \geq E_{x}^{\pi}\left[\sum_{t=0}^{n-1} R\left(X_{t}, A_{t}\right) I\left[\tau^{*}>t\right]\right]+W^{*}\left(X_{\tau^{*}}\right) I\left[\tau^{*} \leq n\right] \\
+E_{x}^{\pi}\left[W^{*}\left(X_{n}\right) I\left[\tau^{*}>n\right]\right], \quad x \in S \backslash S^{*} \tag{39}
\end{array}
$$

To verify this assertion, observe that $W^{*}(x) \neq G(x)$ when $x \in S \backslash S^{*}$, and then 16 ) yields that

$$
\begin{align*}
W^{*}(x) & =\sup _{a \in A(x)}\left[R(x, a)+\sum_{y \in S} p_{x, y}(a) W^{*}(y)\right] \\
& \geq R(x, a)+\sum_{y \in S} p_{x, y}(a) W^{*}(y), \quad x \in S \backslash S^{*}, \quad a \in A(x) ; \tag{40}
\end{align*}
$$

using that $P_{x}^{\pi}\left[\tau^{*}>0\right]=1$ when $x \notin S^{*}$, the above inequality implies that, for every $\pi \in \mathcal{P}$ and $x \in S \backslash S^{*}$,

$$
\begin{aligned}
W^{*}(x) & \geq E_{x}^{\pi}\left[R\left(X_{0}, A_{0}\right)+W^{*}\left(X_{1}\right)\right] \\
& =E_{x}^{\pi}\left[R\left(X_{0}, A_{0}\right) I\left[\tau^{*}>0\right]+W^{*}\left(X_{1}\right) I\left[\tau^{*}=1\right]+W^{*}\left(X_{1}\right) I\left[\tau^{*}>1\right]\right] \\
& =E_{x}^{\pi}\left[R\left(X_{0}, A_{0}\right) I\left[\tau^{*}>0\right]+W^{*}\left(X_{\tau^{*}}\right) I\left[\tau^{*} \leq 1\right]+W^{*}\left(X_{1}\right) I\left[\tau^{*}>1\right]\right]
\end{aligned}
$$

establishing (39) for the case $n=1$. Proceeding by induction, suppose that 39) is valid for a positive integer $n$ and, observing that $W^{*}\left(X_{n}\right)$ and $I\left[\tau^{*}>n\right]$ are $\mathcal{F}_{n}$-measurable and that $X_{n} \in S \backslash S^{*}$ on the event $\left[\tau^{*}>n\right.$ ], it follows that for every policy $\pi \in \mathcal{P}$

$$
\begin{aligned}
E_{x}^{\pi}\left[W^{*}\left(X_{n}\right) I\left[\tau^{*}>n\right] \mid \mathcal{F}_{n}\right] & =I\left[\tau^{*}>n\right] W\left(X_{n}\right) \\
& \geq I\left[\tau^{*}>n\right]\left(R\left(X_{n}, f^{*}\left(X_{n}\right)\right)+\sum_{y \in S} p_{X_{n}, y}\left(f^{*}\left(X_{n}\right)\right) W^{*}(y)\right) \\
& =E_{x}^{\pi}\left[R\left(X_{n}, A_{n}\right) I\left[\tau^{*}>n\right]+W^{*}\left(X_{n+1}\right) I\left[\tau^{*}>n\right] \mid \mathcal{F}_{n}\right]
\end{aligned}
$$

where 40) with $X_{n}$ instead of $x$ was used to set the inequality, and the Markov property was employed in the last step. Consequently,

$$
\begin{aligned}
& E_{x}^{\pi} {\left[W^{*}\left(X_{n}\right) I\left[\tau^{*}>n\right]\right.} \\
& \geq E_{x}^{\pi}\left[R\left(X_{n}, A_{n}\right) I\left[\tau^{*}>n\right]+W^{*}\left(X_{n+1}\right) I\left[\tau^{*}>n\right]\right] \\
& \quad \geq E_{x}^{\pi}\left[R\left(X_{n}, A_{n}\right) I\left[\tau^{*}>n\right]+W^{*}\left(X_{n+1}\right) I\left[\tau^{*}=n+1\right]+W^{*}\left(X_{n+1}\right) I\left[\tau^{*}>n+1\right]\right] \\
& \quad=E_{x}^{\pi}\left[R\left(X_{n}, A_{n}\right) I\left[\tau^{*}>n\right]+W^{*}\left(X_{\tau^{*}}\right) I\left[\tau^{*}=n+1\right]+W^{*}\left(X_{n+1}\right) I\left[\tau^{*}>n+1\right]\right] .
\end{aligned}
$$

Combining this relation with the induction hypothesis it follows that (39) holds with $n+1$ instead of $n$, completing the induction proof. To conclude, using that $\left\|W^{*}\right\| \leq\|G\|<\infty$, note that

$$
E_{x}^{\pi}\left[W^{*}\left(X_{n}\right) I\left[\tau^{*}>n\right]\right] \rightarrow 0
$$

by Lemma 4.3, whereas the nonnegativity of $R$ and $W^{*}$ together with the monotone convergence theorem imply that

$$
\begin{gathered}
\lim _{n \rightarrow \infty} E_{x}^{\pi}\left[\sum_{t=0}^{n-1} R\left(X_{t}, A_{t}\right) I\left[\tau^{*}>t\right]+W^{*}\left(X_{\tau^{*}}\right) I\left[\tau^{*} \leq n\right]\right] \\
=E_{x}^{\pi}\left[\sum_{t=0}^{\infty} R\left(X_{t}, A_{t}\right) I\left[\tau^{*}>t\right]+W^{*}\left(X_{\tau^{*}}\right) I\left[\tau^{*}<\infty\right]\right] \\
=E_{x}^{\pi}\left[\sum_{t=0}^{\tau^{*}-1} R\left(X_{t}, A_{t}\right) I\left[\tau^{*}>t\right]+W^{*}\left(X_{\tau^{*}}\right)\right]
\end{gathered}
$$

Taking the limit as $n$ goes to $\infty$ in the right-hand side of the inequality in (39) the two last displays yield that

$$
\begin{aligned}
W(x) & \geq E_{x}^{\pi}\left[\sum_{t=0}^{\tau^{*}-1} R\left(X_{t}, A_{t}\right) I\left[\tau^{*}>t\right]+W^{*}\left(X_{\tau^{*}}\right)\right] \\
& =E_{x}^{\pi}\left[\sum_{t=0}^{\tau^{*}-1} R\left(X_{t}, A_{t}\right) I\left[\tau^{*}>t\right]+G^{*}\left(X_{\tau^{*}}\right)\right]=V\left(x ; \pi, \tau^{*}\right), \quad x \in S \backslash S^{*},
\end{aligned}
$$

where, recalling that $W$ and $G$ coincide on the set $S^{*}$, the first equality is due to the inclusion $X_{\tau^{*}} \in S^{*}$, and the second equality is due to 22 , showing that (38) also holds for $x \in S \backslash S^{*}$.

Proof of Theorem 3.3. By Lemmas 6.1 and 6.2

$$
V\left(\cdot ; \pi, \tau^{*}\right) \leq W^{*}(\cdot) \leq V\left(\cdot ; f^{*}, \tau\right), \quad(\pi, \tau) \in \mathcal{P} \times \mathcal{T}
$$

Setting $(\pi, \tau)=\left(f^{*}, \tau^{*}\right)$ it follows that $W^{*}(\cdot)=V\left(\cdot ; f^{*}, \tau^{*}\right)$, and then $\left(f^{*}, \tau^{*}\right)$ is a Nash equlibrium, by Definition 2.2 .
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