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In this paper, a family of hybrid control algorithms is presented; where it is merged a free
camera-calibration image-based control scheme and a direct force controller, both with the
same priority level. The aim of this generalised hybrid controller is to regulate the robot-
environment interaction into a two-dimensional task-space. The design of the proposed control
structure takes into account most of the dynamic effects present in robot manipulators whose
inputs are torque signals. As examples of this generalised structure of hybrid force/vision
controllers, a linear proportional-derivative structure and a nonlinear proportional-derivative
one (based on the hyperbolic tangent function) are presented. The corresponding stability
analysis, using Lyapunov’s direct method and invariance theory, is performed to proof the
asymptotic stability of the equilibrium vector of the closed-loop system. Experimental tests
of the control scheme are presented and a suitable performance is observed in all the cases.
Unlike most of the previously presented hybrid schemes, the control structure proposed herein
achieves soft contact forces without overshoots, fast convergence of force and position error
signals, robustness of the controller in the face of some uncertainties (such as camera rotation),
and safe operation of the robot actuators when saturating functions (non-linear case) are used
in the mathematical structure. This is one of the first works to propose a generalized structure
of hybrid force/vision control that includes a closed loop stability analysis for torque-driven
robot manipulators.
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1. INTRODUCTION

Over the years, the robotic tasks have been evolving into more complex areas and this
causes that robotic systems require of different kind of sensors, as a way to obtain infor-
mation of their surroundings and their own condition [1, 18, 24, 27, 28, 29]. Particularly,
robotic systems that work in unstructured environments require information that allows
them to navigate and interact with the environment. Cameras have been one of the
main sensors that have been used in these cases due to the large volume of information
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that can be obtained by processing the images. The vision-based robot control is also
known as visual servoing [10].

In recent years different types of applications have emerged using computer vision.
For example, [22] present a computer vision system used to estimate the kinematic con-
figuration of a robot and detect robot-environment interaction without proprioceptive
sensors. The assembly robots represent another task where computer vision systems are
commonly used [9, 20]. Furthermore, some complex data can be estimated by vision
systems, as in [16], where a control algorithm is proposed in order to cut deformable ob-
jects and a vision system is used in order to estimate the deformation and proportionally
adjust the control signals.

On the other hand, if a robot is to interact with its environment in a safe way, it
is important to use force/torque sensors and an adequate control algorithm in order to
regulate this interaction. Some examples of control algorithms for robot-environment
interaction tasks are presented in [4], as a direct force regulator, or in [6, 26], as a hybrid
force/position controller. On the other hand, indirect force controllers are presented in
[5], based on the stiffness of the environment, or in [8, 13], based on the mechanical
impedance that characterizes such interaction.

Now, when combining or merging information coming from force/torque sensors and
vision systems into the same control structure, some technical difficulties arise because
of the different kind of data from each sensor. In order to address this problem, several
force/vision control schemes have been proposed in the literature, where both type of
information are fused: [21] propose a hybrid scheme where a force controller is mixed
with a vision-based control algorithm, which has as limitation that the orthogonality
of the position and force components must be assured, in order to obtain a good per-
formance; therefore, this controller has as disadvantage that force component can not
influence on the position one (visual) and vice versa, in consequence, each controller tries
to achieve its own goal regardless of whether the other one reach its. Another approach
of force/vision control is presented by [2], where a vision-based control algorithm is used
in order to estimate a target position for the robot end effector, and once the robot is
close enough, the system switches to a force controller to complete the interaction task.
Therefore, in order to achieve a suitable performance, an accurate estimate of the target
is required, otherwise the end effector may not reach the target and, once the change to
force control mode has been made, it is not possible to obtain a new estimate because
the vision system is turned off.

Other methods that allow to combine visual and force information into a robot control
scheme are based on the impedance approach, such as those presented in [3, 19]. The
main drawback of this technique, according to a study presented in [17], is that local
minima may occur under certain conditions and cause oscillations in the position and
interaction force of the robot. [17] propose an external force/vision control algorithm,
where the force signal proportionally modify the target position and then, the controller
tries to reach the goal force and a virtually modified desired position; therefore, in this
hybrid control algorithm, force component has higher priority than the visual one. In
general, interaction and vision-based control schemes operate in the Cartesian space,
and one of the most relevant methods that serves as the basis of our proposal is the
energy shaping methodology [25], which is a method for task-oriented coordinate control
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applicable even when holonomic constraints are added to the system.

Another restrictive feature of vision-based robot controllers is the difference between
the sample rate of a vision system (typically between 20 to 30 frames per second (fps))
and the sample rate of the robot hardware (typically up to 1 kHz), causing that for some
periods of time the robot operates in blind mode. In order to minimize the effects of
these blind periods, some estimation methods have been integrated into vision systems.
Kalman filter is a suitable estimation tool used in [14, 23] and its applications range
from filtering noisy signals to estimating the pose of robot when an occlusion occurs in
the vision system [15].

The vast majority of the papers presented in the literature that address this issue
are focused on kinematic control schemes or do not include a stability analysis. This
paper presents the proposal of a family of controllers that combines the main features
of the vision-based control proposed by [11] and the force regulator presented by [4].
The proposed control scheme is a torque-based control scheme (dynamic control) with a
hybrid structure that merges visual and force information at the same level of priority,
where a direct force controller and a free camera-calibration image-based visual scheme
are combined in order to control a non-redundant robot. As a theoretical support of
the proposed scheme, a full stability analysis in the Lyapunov sense was performed and
the asymptotic stability of the closed-loop equilibrium vector is demonstrated. To illus-
trate the generality of the proposed control structure, two particular cases are presented:
the first one is a linear proportional-derivative controller and the second is a nonlinear
proportional-derivative controller based on the hyperbolic tangent function (tanh). Fi-
nally, experimental results for both study cases are presented, where a good performance
of both controllers is observed. Additionally, it is important to note that a video camera
with a sampling frequency up to 200 fps was used for experimental evaluation, therefore
an estimation method like Kalman filter was not required.

2. SYSTEM MODEL

The dynamic model of a robot of n degrees of freedom, interacting with the environment
into the m-dimensional Cartesian space, is described by

M(q)q̈ + C(q, q̇)q̇ + g(q) +Bq̇ = τ − JT (q)fe (1)

where q ∈ Rn is the vector of joint positions, q̇ ∈ Rn is the vector of joint velocities,
q̈ ∈ Rn is the vector of joint accelerations, M(q) ∈ Rn×n is the symmetric and positive
definite inertia matrix, C(q, q̇) ∈ Rn×n is the centripetal and Coriolis matrix, B ∈ Rn×n

is a positive definite constant diagonal matrix, whose entries bi > 0, i = 1, . . . , n are
the viscous friction coefficients, and g(q) ∈ Rn is the vector of gravitational torques.
Additionally, τ ∈ Rn is the vector of control torques, J(q) ∈ Rm×n represents the
analytical Jacobian matrix [12] and fe ∈ Rm denotes the vector of robot-environment
interaction forces [4].

Because the robot-environment interaction occurs in the task-space (Cartesian coor-
dinates), the following forward kinematic maps are considered
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x = f(q) (2)

ẋ = J(q)q̇ (3)

ẍ = J̇(q, q̇)q̇ + J(q)q̈ (4)

where x, ẋ, ẍ ∈ Rm represent the vectors of position, velocity and acceleration of the
end effector, respectively. While J(q) = ∂f(q)/∂q and J̇(q, q̇) = dJ(q)/dt. Moreover,
the relationship between the forces fx ∈ Rm applied to the end effector and the joint
torques τ is given by [25]

τ = JT (q)fx. (5)

Therefore, the dynamic model (1) can be represented in task-space as

Mxẍ+ Cxẋ+ gx +Bxẋ = fx − fe (6)

where

Mx = [J−1(q)]TM(q)J−1(q) (7)

Cx =
{

[J−1(q)]TC(q, q̇)−MxJ̇(q, q̇)
}
J−1(q) (8)

gx = [J−1(q)]T g(q) (9)

Bx = [J−1(q)]TBJ−1(q). (10)

Thus, the task-space dynamic model (6) is valid only if the robot is away from kinematic
singularities (i. e. rank(J(q)) = n).

The following properties of the dynamic model (6) are important for the further
analysis [4].

Property 2.1. The matrix Mx is symmetric and positive definite

Mx > 0, Mx = MT
x . (11)

Property 2.2. Since Ṁx = Cx + CT
x , the matrix Ṁx − 2Cx is skew-symmetric, i. e.

1

2
ẋT
[
Ṁx − 2Cx

]
ẋ ≡ 0. (12)

Property 2.3. The matrix Bx is diagonal and positive definite

Bx > 0, Bx = BT
x . (13)

Assumption 2.4. Without loss of generality and because of the restrictions imposed
by the vision system, a non-redundant robot and a planar task-space are considered,
i. e. m = n = 2.

As usual in any visual servoing system, it is important to define the camera model that
captures the scene; in this case, a pin-hole camera model in eye-on-hand configuration
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Fig. 1. Configuration of the visual servoing system.

is considered [7, 10], where the image plane and the robot task-space are parallel, as it
is depicted in Figure 1.

For this camera model, any task-space point P is projected on the image-space as
[11], [

pu
pv

]
= αhR(θ)

{[
px
py

]
−
[
Ox

Oy

]}
+

[
cu
cv

]
(14)

where [px py]T are the coordinates of P , [Ox Oy]T is the intersection between the optical
axis and the robot task-space, the vector [cu cv]T represents the image center, α is the
scale factor (it is assumed to be negative) in pixels/m, h is the magnification factor
defined as

h ,
λ

λ− z
< 0 (15)

with z being the distance between the image plane and the robot task-space, and λ
being the focal length. Finally, R(θ) is the rotation matrix generated by the clockwise
rotation of the camera about its optical axis and given by

R(θ) =

[
cos θ − sin θ
sin θ cos θ

]
. (16)
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3. HYBRID FORCE/VISION CONTROL SCHEME

In this paper, a family of hybrid force/vision control algorithms is presented, whose
control objectives are given by

lim
t→∞

x̃s = 0 (17)

lim
t→∞

f̃ = 0. (18)

where, according to model (14), it is possible to define x̃s ∈ Rm as

x̃s , αhR(θ)[xd − x(t)] (19)

with xd ∈ Rm and x(t) being the desired (constant) and current position of the end
effector, respectively. While, f̃ ∈ Rm is defined as

f̃ , fd − fe(t) (20)

with fd ∈ Rm and fe(t) being the desired (constant) and current force applied to the
end effector, respectively.

In order to model the robot-environment interaction according to Hooke’s law of
elasticity, the current force can be calculated as

fe(t) = Ke[x(t)− xe] (21)

where Ke = diag [ke1, . . . , kem], with kej > 0, j = 1, . . . ,m, represents the stiffness
matrix and xe ∈ Rm is the location of the environment into the robot task-space [5].

In order to achieve the control objectives stated in (17) – (18), our proposal is a gen-
eralised version of the energy shaping methodology [25] with the following proportional-
derivative structure

fx = ∇Upf
(
Kpf , f̃

)
+RT (θ)∇Upv (Kpv, x̃s)− fv (Kd, ẋ) + gx + fe (22)

with ∇Upf
(
Kpf , f̃

)
∈ Rm and ∇Upv (Kpv, x̃s) ∈ Rm representing the gradients of

artificial potential energy functions of force and position (vision), respectively, where
Kpf = diag [kpf1, . . . , kpfm], Kpv = diag [kpv1, . . . , kpvm], with kpfj > 0, kpvj > 0,
j = 1, . . . ,m, are matrices of proportional gains; and both functions satisfy

Up (Kp, w̃) > 0 ∀w̃ 6= 0 (23)

Up (Kp, w̃) = 0 if w̃ = 0 (24)

w̃T∇Up (Kp, w̃) > 0 ∀w̃ 6= 0 (25)

∇Up (Kp, w̃) = 0 if w̃ = 0. (26)

While, fv (Kd, ẋ) ∈ Rm represents the derivative term for energy dissipation, where
Kd = diag [kd1, . . . , kdm], with kdj > 0, j = 1, . . . ,m, is a matrix of derivative gains and
it satisfies

ẋT fv (Kd, ẋ) > 0 ∀ẋ 6= 0 (27)
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fv (Kd, ẋ) = 0 if ẋ = 0. (28)

In addition, it should be noted that the control structure uses static model-based
compensation of gravitational forces and the contact forces must be measured.

By combining equations (6) and (22), it is possible to obtain the closed-loop system
given by

Mxẍ+ Cxẋ+Bxẋ = ∇Upf
(
Kpf , f̃

)
+RT (θ)∇Upv (Kpv, x̃s)− fv (Kd, ẋ) (29)

and by considering the definitions (19) – (20) and the model (21), the following state-
space representation of the closed-loop system is obtained

d

dt

 f̃
x̃s
ẋ

 =

 −Keẋ
−αhR(θ)ẋ

M−1x Ψ(f̃ , x̃s, ẋ)

 (30)

where

Ψ(f̃ , x̃s, ẋ) = ∇Upf
(
Kpf , f̃

)
+RT (θ)∇Upv (Kpv, x̃s) (31)

−fv (Kd, ẋ)− Cxẋ−Bxẋ.

Now, under stationary conditions, the following statements can be established.

• For the first term of equation (30),

˙̃
f = 0 =⇒ −Keẋ = 0⇐⇒ ẋ = 0

because Ke > 0 is a diagonal matrix, then ∃K−1e > 0.

• As ẋ = ẍ = 0 and taking into account Property 2.1, i. e. ∃M−1x > 0, from the
third term of the equation (30) is obtained that

∇Upf
(
Kpf , f̃

)
+RT (θ)∇Upv (Kpv, x̃s) = 0. (32)

Therefore, the equilibrium vector of closed-loop system (30) can be defined as f̃E
x̃sE
ẋE

 ,

 fd − fE
αhR(θ) [xd − xE ]

0

 (33)

where fE ∈ Rm and xE ∈ Rm are the equilibrium force and position, respectively.
Now, in order to analyze the stability of the equilibrium vector, the following Lya-

punov candidate function can be considered

V (f̃ , x̃s, ẋ) =
1

2
ẋTMxẋ+

m∑
i=1

1

kei
kpfiu

2
pfi

(
f̃i

)
+

1

αh
Upv (Kpv, x̃s) (34)
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where

Upv (Kpv, x̃s) =

 upv1 (x̃s1)
...

upvm (x̃sm)


T

Kpv

 upv1 (x̃s1)
...

upvm (x̃sm)

 (35)

and then

Upf
(
Kpf , f̃

)
=


upf1

(
f̃1

)
...

upfm

(
f̃m

)

T

Kpf


upf1

(
f̃1

)
...

upfm

(
f̃m

)
 . (36)

The energy function (34) is positive definite, because the first term has a quadratic form
and, according to Properties (23) and (24), the second and third terms are also positive
definite functions.

The time derivative of function (34), along the trajectories of the closed-loop system
(30), is given by

V̇ (f̃ , x̃s, ẋ) = ẋTMxẍ+
1

2
ẋT Ṁxẋ+∇UT

pf

(
Kpf , f̃

)
K−1e

˙̃
f

+
1

αh
∇UT

pv (Kpv, x̃s) ˙̃xs

= ẋT∇Upf
(
Kpf , f̃

)
+ ẋTRT (θ)∇Upv (Kpv, x̃s)

−ẋT fv (Kd, ẋ)− ẋTCxẋ− ẋTBxẋ+
1

2
ẋT Ṁxẋ

−∇UT
pf

(
Kpf , f̃

)
ẋ−∇UT

pv (Kpv, x̃s)R(θ)ẋ

= −ẋT fv (Kd, ẋ)− ẋTBxẋ (37)

where Mxẍ,
˙̃
f and ˙̃xs have been replaced by the equivalent expressions from the closed-

loop system (30) and Property 2.2 has been used. Then, in accordance with (27) and
(13), V̇ (f̃ , x̃s, ẋ) ≤ 0 and it is demonstrated that the equilibrium vector of (30) is stable
in the Lyapunov sense. Moreover, LaSalle’s invariance theorem [12] can be used by
defining the following set

Ω =


 f̃
x̃s
ẋ

 ∈ R3m : V̇ (f̃ , x̃s, ẋ) = 0

 (38)

=


 f̃
x̃s
0

 ∈ R3m

 .

Therefore, by the invariance theory, it is concluded that the equilibrium (f̃E , x̃sE , 0) is
asymptotically stable.
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Several control algorithms arise from the generalised hybrid structure presented herein.
Then, two representative study cases are described in order to show the versatility of
the proposed approach.

3.1. Study case 1: Linear Proportional-Derivative (LPD) Hybrid
Controller

A LPD hybrid controller is derived from (22) by selecting

upfi

(
f̃i

)
=

1√
2
f̃i (39)

upvi (x̃si) =
1√
2
x̃si (40)

for i = 1, . . . ,m, then

∇Upf
(
Kpf , f̃

)
= Kpf f̃ (41)

∇Upv (Kpv, x̃s) = Kpvx̃s (42)

and with
fv (Kd, ẋ) = Kdẋ (43)

the LPD force-vision controller is given by

fx = Kpf f̃ +R(θ)TKpvx̃s −Kdẋ+ gx + fe. (44)

3.2. Study case 2: Nonlinear Proportional-Derivative (NLPD) Hybrid
Controller

In order to generate a bounded structure that allows to obtain smoother control signals
and according to the torque limits of the robotic system, a NLPD hybrid controller is
derived from (22) by selecting

upfi

(
f̃i

)
=

√
ln
(

cosh f̃i

)
(45)

upvi (x̃si) =
√

ln (cosh x̃si) (46)

for i = 1, . . . ,m, then

∇Upf
(
Kpf , f̃

)
= Kpf tanh

(
f̃
)

(47)

∇Upv (Kpv, x̃s) = Kpv tanh (x̃s) (48)

and with
fv (Kd, ẋ) = Kd tanh (ẋ) (49)

the NLPD force-vision controller is given by

fx = Kpf tanh
(
f̃
)

+R(θ)TKpv tanh (x̃s)−Kd tanh (ẋ) + gx + fe. (50)
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4. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed hybrid control scheme, some ex-
perimental tests were carried out and the corresponding results are presented below.

The experimental setup is depicted in Figure 2 and it is composed of a four-bar,
parallel drive selective compliance assembly robot arm (SCARA), a vision system and
a force/torque sensor. The robot manipulator is called “Robot FC” and it was built
at Robotics Laboratory of Science Faculty, Autonomous University of San Luis Potosi,
Mexico. Robot FC is composed of four aluminium links and has two degrees of freedom;
its active joints are actuated by two servomotors SVM-220B (SureServoTM), with a
maximum torque of 23.5 Nm and controlled in torque mode using two SVA-2300 drivers,
i. e. they accept an analogue voltage as a reference torque signal.

Fig. 2. Experimental setup.

The vision system uses an acA-1300-200uc ( c©Basler AG) camera with a C125-0818-
5M lens of 8 mm focal length. The maximum frame rate of the camera is 200 and
it can be triggered by software. For all experimental tests, the camera resolution was
configured as 800×600 pixels and it was approximately placed at 1.2 meters of distance
from the robot workspace and without rotation respect to the robot reference frame
(a rotation angle θ = 0◦ was considered). It is important to highlight that neither the
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distance nor the rotation of the camera was accurately measured; moreover, the location
and the focal length of the camera are ignored by the controller.

On the other hand, the robot-environment interaction force was measured with a
Gamma SI-130-10 six-axis force/torque sensor ( c©ATI Industrial Automation, Inc); only
the X and Y axis were used, with 130 N as maximum force and 10 Nm as maximum
torque in each axis, respectively.

The signal processing hardware is composed of a 2.7 GHz computer, to configure and
process the visual signals, and a DS1104 board ( c©dSPACE Inc), to configure and process
the force signals and to generate the control signals. The computer vision algorithm was
written in C++ language and it consists in computing the location (centroid of a marker
formed of light-emitting diodes (LEDs)) of the end-effector and the target (object with
which the robot interacts); this information allows to estimate the position error x̃s,
which is sent to DS1104 board by RS-232 bus, with an average rate of 170 fps.

Additionally, joint position data is obtained by using incremental encoders installed
in the motors, while the joint velocities are estimated from the position measurements, in
order to compute ẋ with equation (3). The reading of the data coming from the encoders,
vision system and force sensor, as well as the generation of the reference voltages, are
performed in the DS1104 board. The control algorithms were implemented in block
diagrams using Simulink (MathWorks R©) and they run in real time with a sample rate
of 1.0 milliseconds on the DS1104 board.

Fig. 3. Mechanical structure of Robot FC.

The workspace of Robot FC is a horizontal plane, therefore, the compensation of
gravitational forces is not required and only the following Jacobian matrix is used

J(q) =

(
l1 cos q1 l4 cos q2
l1 sin q1 l4 sin q2

)
(51)

where l1 = 0.4191 m. and l4 = 0.6096 m. In order to prove that the Jacobian matrix
(51) has not singularities, it is necessary to verify that det(J(q)) 6= 0. Then, we have
that

det(J(q)) = l1l4 sin (q2 − q1) (52)

thus det(J(q)) = 0, if q2 − q1 = kπ, ∀k ∈ N. However, this case would only be possible
if the links l1 and l4 could be aligned, which is impossible in practice by observing the
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mechanical structure of the Robot FC in Figure 3, because l1 = l3 > l2 and both (l1, l3)
and (l2, l4) are parallel and coplanar.

The experimental validation consisted of performing two tests: a constrained reg-
ulation task and a point-to-point constrained path tracking. Both tests are described
below.

4.1. Test 1: Constrained regulation task

Test 1 consisted of moving the end-effector of Robot FC from the initial location xs(0) =
[0, 300]T pixels1 to the target position xsd = [0, 0]T pixels. The target position represents
the center of a cube made of MDF wood, with 10 mm of face thickness, and the marker
was mounted on the cube and placed at a distance of 60 mm (approximately 76 pixels
in Y -axis direction) from the cube edge. Therefore, the cube faces are rigid barriers
that prevent reaching the target position and, according to this, the following desired
interaction force is defined

fd =

[
0
−5

]
N

where fd1 and fd2 correspond to the desired forces in the X-axis and Y -axis direction,
respectively.

The experimental results of Test 1 for the LPD hybrid controller are presented in
Figure 4. Controller (44) was tuned according to the procedure described in Appendix
A and the gain matrices were selected as

Kpf =

[
5 0
0 5

]
Kpv =

[
0.5 0
0 0.1

]
Kd =

[
275 0
0 275

]
Figure 4(a) shows the behavior of the position error and it can be observed that

both components try to reach zero pixels, when the robot is moving in free-space during
almost 1.3 seconds. Once the contact occurs, both error components are stabilized in
non-zero values (x̃s1 → 2 pixels and x̃s2 → −75 pixels). On the other hand, contact force
components are depicted in Figure 4(b) and it can be noted that both are close to zero
before the contact occurs and after, in steady state, fe1 → 0.077 N and fe2 → −5.058
N. Therefore, this behavior is consistent with the equilibrium point defined in equation
(33), where neither the force error nor position error are equal to zero.

Additionally, in Figures 4(c) and 4(d), the applied torques and the velocity compo-
nents are presented, respectively. When starting the movement of the robot, it can be
observed that robot torques are close to the maximum value of 23.5 Nm, however, the
movement of the robot is not influenced by this and has a smooth behavior before and

1According to equation (19), the position of end-effector in image plane can be defined as xs(t) ,
αR(θ)x(t). Additionally, according to the camera location and its focal length, the pixel-to-pixel distance
is approximately 0.79 mm.
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after contact. Also, the behavior of the velocity components is consistent with the task
of regulation entrusted to the robot, since both are zero before starting the movement
and once the steady state is reached and according to the equilibrium point defined in
(33).

(a) Position errors (b) Interaction forces

(c) Applied control torques (d) End-effector velocity

Fig. 4. Performance of the LPD hybrid controller in Test 1.

In order to minimize the torque requirements and as a second study case, the NLPD
hybrid controller (50) was implemented to perform the Test 1. According to the tuning
procedure described in Appendix A, the corresponding gain matrices were selected as

Kpf =

[
10 0
0 10

]
Kpv =

[
5.3 0
0 5.3

]
Kd =

[
100 0
0 100

]
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The results of the NLPD controller are shown in Figure 5. In a similar way, it can be
observed in Figures 5(a) and 5(b) that the position and force components, respectively,
are properly regulated. In steady state, the position-error components are x̃s1 → 1
and x̃s2 → −75 pixels, respectively, and the contact forces are fe1 → −1.12 N and
fe2 → −5.05 N. While, the velocity components (see Figure 5(d)) tends to zero in steady
state, then, the equilibrium defined in (33) is reached. Note that a force error f̃1 = 1.12
N is obtained and it is caused by non-modeled interaction forces, such as the friction
generated by the contact of the end effector on the surface of the wooden cube. However,
in spite of this, the objective of the task continues to be met.

(a) Position errors (b) Interaction forces

(c) Applied control torques (d) End-effector velocity

Fig. 5. Performance of the NLPD hybrid controller in Test 1.

Furthermore, the applied torques are depicted in Figure 5(c) and it can be observed
that the maximum applied torque is close to 8 Nm. Therefore, the use of saturating func-
tions allows the robot actuators to remain working in a safe area without approaching
their torque limit values.

In both study cases, it is important to highlight the smoothness of the system re-
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sponse, the low speed required, as well as, no overshoots occurred during the robot-
environment interaction, guaranteeing a suitable system performance.

In order to prove the robustness of the proposed control approach, Test 1 was per-
formed again using both controllers, but rotating the camera approximately 30◦. This
change was unknown for both controllers and they were implemented with a rotation
angle of θ = 0◦. The performance of both controllers was similar and, illustratively, only
the results for the NLPD controller are presented in Figure 6. Again, it can be observed
that the objective of the task is correctly fulfilled, by obtaining, in steady state, x̃s1 → 0
pixels, x̃s2 → −78 pixels, f̃1 → 0.11 N and f̃2 → 0.33 N (see Figures 6(a) and 6(b)).
Finally, the torque and velocity requirements are similar to those obtained in the tests
with camera rotation of 0◦, as it can be observed in Figures 6(c) and 6(d).

(a) Position errors (b) Interaction forces

(c) Applied control torques (d) End-effector velocity

Fig. 6. Performance of the NLPD hybrid controller in Test 1 with

camera rotation of 30◦.
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4.2. Test 2: Point-to-point constrained path tracking

Test 2 consisted in a point-to-point constrained path-tracking task. The trajectory to
be followed was a triangular path planned as follows:

1. The end-effector had to reach the desired position xsd = [−40, 0]T pixels, by start-
ing from the initial position xs(0) = [0, 300]T pixels, although this would be im-
possible because it would make contact with the wooden cube used in Test 1.

2. Once the contact occurs, the end-effector had to remain interacting with the surface
of the wooden cube and arrive to xsd = [40, 0]T pixels in 10 seconds, by using a
linear interpolator to define intermediate points.

3. Finally, the end-effector had to return to the initial position xs(0).

In order to validate the force regulation of the proposed control scheme, in Test 2,
the desired force was selected as

fd =

[
0
−2

]
N

The results in Test 2 of the LPD and NLPD hybrid controllers are presented in
Figures 7 and 8, respectively, and it is important to highlight some points:

• It can be observed that the position and force are correctly regulated for both
controllers. Figures 7(a) and 8(a) show how, in free-space motion, the position
errors tend to zero; while, during constrained motion, both error components
remain constant and according with the equilibrium defined in (33). On the other
hand, the force components are depicted in Figures 7(b) and 8(b), and it can be
noted that both are close to zero in the absence of contact, while, during robot-
environment interaction, they try to reach the desired values [0,−2] N, respectively.
However, in both cases for the X-axis component, the phenomenon of friction
causes that fe1 → −0.5 N.

• Again, it can be seen in Figure 7(c) that the control torques are more demanding
in the LPD case, obtaining values closer to the limit value of 23.5 Nm. While, the
‘tanh’ function used in the NLPD case allows that the actuators operate in a safer
operating region, as can be observed in Figure 8(c).

• The behavior of end-effector velocity is presented in Figures 7(d) and 8(d), and
in both cases, it can be observed a stable response with convergence towards
equilibrium (33).

Finally, it is important to note that at the start of all tests, some perturbations could
be observed in the force signals (see Figures 4(b), 5(b), 6(b), 7(b) and 8(b)) and they
were originated when the mechanical brake of actuators was released. Therefore, these
overshoots are attributable to vibrations generated in the mechanical structure and do
not represent measurements of contact forces.
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(a) Position errors (b) Interaction forces

(c) Applied control torques (d) End-effector velocity

Fig. 7. Performance of the LPD hybrid controller in Test 2.

5. CONCLUSIONS

In this paper, a generalised hybrid force/vision control scheme for planar robot manipu-
lators has been presented. Multiple proportional-derivative type force/vision controllers
can be derived from the proposed structure, where both force and visual data have the
same level of priority, i. e. the controller tries to achieve the position-control objective
as well as it exerts a desired level of force to regulate the robot-environment interaction.
One of the main contributions of this work is that the proposed hybrid control struc-
ture is supported by a complete stability analysis, from which it was obtained that the
equilibrium of the closed loop system is asymptotically stable in the Lyapunov sense.

The performance obtained in experimental tests, of both linear and a non-linear hy-
brid controllers, was satisfactory. Some of the most relevant features of the experimental
responses obtained were: soft contact forces without overshoots, fast convergence of force
and position error signals, robustness of the controller in the face of uncertainties such
as camera rotation, operation of the robot within a safe area for its actuators when
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(a) Position errors (b) Interaction forces

(c) Applied control torques (d) End-effector velocity

Fig. 8. Performance of the NLPD hybrid controller in Test 2.

saturating functions are used in the mathematical structure. Additionally, because the
characteristics of the hardware used in the experimental validation, it is not required
the use of methods for position estimation to counteract low sampling frequencies of the
vision system. However, there is the limitation that the workspace of the experimental
robotic system is a plane.

As future work, it is intended to extend this proposal to the three-dimensional case.
In addition, in order to have a theoretical basis of the operation of the robot in a safe area
for its drive system, the problem of hybrid force/vision control of robot manipulators
with bounded inputs will be addressed.

A. TUNING PROCEDURE

The parameter/gain tuning procedure for the proposed generalised control scheme is
aimed at achieving the best possible response and it is summarized in the following
steps:
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1. Run simulations/experiments with low control gains/coefficients. For the LPD
controller (44), it is suggested to start with the following values kpfj = 0.5, kpvj =
0.1kpfj , kdj = 10kpfj , j = 1, . . . ,m. While for the NLPD controller (50), it is
suggested to start with the following values kpfj = kpvj = kdj = 0.5, j = 1, . . . ,m.

2. Increase the proportional gains, kpfj and kpvj , in order to reduce the rise time
(speed up the closed-loop response).

3. Increase the derivative gains, kdj , in order to reduce inertial effects, such as the
overshoot.

4. Repeat steps 2 and 3 until the best possible response is obtained.
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