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#### Abstract

In this paper necessary and sufficient conditions are given which guarantee that there exists a realization of a set of nonlinear higher order differential input-output equations in the controller canonical form. Two cases are studied, corresponding respectively to linear and nonlinear output functions. The conditions are formulated in terms of certain sequence of vector spaces of differential 1-forms. The proofs suggest how to construct the transformations, necessary to obtain the specific state space realizations. Multiple examples are added, which describe different scenarios.
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## 1. INTRODUCTION

The realization problem, i. e., transforming a set of higher order differential input-output (i/o) equations into a set of first order differential equations, called state equations, has been studied extensively for nonlinear control systems, both in continuous- and discretetime [4, 5, 8, 9, 13, 18, 19, 20. The reason is simple - most of the control theory is developed for systems described by the state equations, although system identification mostly yields the set of i/o equations. Often the obtained nonlinear state equations are further transformed into certain special forms in order to simplify analysis or control of the systems (observer form, feedforward form, linear equations, triangular form etc.). Therefore, the natural question appears: why not to transform the i/o equations directly into these special forms, whenever possible.

The contribution of the paper is to find a state-space realization of nonlinear multiinput multi-output (MIMO) equations in the controller canonical form, whenever possible. This possibility is an assumption of many control methods since systems in the controller canonical form can be easily linearized by a static state feedback. The problem has been studied before only for discrete-time single-input single-output (SISO) systems [14], where sufficient solvability conditions are found. We consider two cases - when the output function in the state-space realization is $(i)$ linear (the case addressed partly in [14]) and (ii) any nonlinear function of states. For both cases we give necessary and

[^0]sufficient conditions under which such special realization exists. The obtained conditions are restrictions of general solution, given in [3, 5] and if the conditions are not satisfied, one can, without much additional computations, find a general state space realization. Additionally, we describe the structure of the i/o equations for which realization in the controller canonical form with linear output function is possible. Namely, the problem is solvable if and only if the i/o equations do not depend on the time-derivatives of input functions. This information can be used in the i/o model identification process, when realization in the controller canonical form is desired. Note that in empirical modeling the system structure is not given in advance, and a large collection of candidate models can be chosen. By choosing the model structure such that no time-derivatives of input variables are present, one can guarantee that realization in the controller canonical form is possible.

The problem of finding a realization in a specific state space form has been previously addressed in $9,10,11,14]$. The paper [9] investigates the problem of lowering the orders of input derivatives in the generalized state space equations (where the state equations depend also on time-derivatives of input variables) by a generalized state transformation. This problem is equivalent to the realization problem in the state-space form, since any set of i/o equations can be represented as a generalized state space system and removing all the input derivatives from the equations is equivalent to finding a classical state space realization. As a by-product, the authors of [9] derive conditions under which one can remove all the input derivatives and transform the generalized state space system into a linear one by a generalized state transformation. Note that the problem statement of this paper asks for less than [9, since controller canonical form may be nonlinear, though it is linearizable by a static state feedback. The paper [10] studies possibilities to find a realization of an autonomous system in the feedforward form and in [11 realization in the observer and controller canonical forms are studied using the transfer function approach. Finally, there are many papers, for instance [15, 16, where a nonlinear continuoustime system is transformed in the generalized observer form. Since the construction of transformation is based on the i/o representation of the system, the result is related to the realization problem, i. e., one can apply the results to systems, described by the i/o equations and get a state space representation which is in the generalized observer form.

The algebraic approach based on differential algebra and differential forms is used in the paper, exactly like in the monograph [7]. The interest of this approach is in generic properties that hold on some open and dense subsets of suitable domain if they hold at some point of this domain. In what follows, our theorems and transformations hold generically. By this is meant the following: for almost every point of the domain there is an open neighborhood on which some statement holds or some object is defined. If one assumes that some rank condition holds generically over the differential field $\mathcal{K}$, defined in Subsection 2.3, then around almost every point the solution exists though it is not necessarily global (that is, defined almost everywhere). By making the computations over the field $\mathcal{K}$, one can disregard the cases when the functions of system variables have zero values since these functions are considered to be the elements of $\mathcal{K}$ and not the functions of time. The study of generic properties allows to express the solutions in a more compact way, since there is no need to specify the working point and its neighborhood. Of course, when addressing concrete examples, the singularities and the
points where some functions are not defined have to be taken into account.
The paper is organized as follows. In Section 2 we give an overview of the algebraic approach and the problem statement. The main results are presented in Section 3 . Section 4 consists of examples illustrating the results and finally, the paper ends with the Conclusion section.

## 2. PRELIMINARIES

### 2.1. I/o equations

A nonlinear MIMO control system can be described by the set of higher order differential equations, called input-output (i/o) equations, that relate the system inputs $u=\left(u_{1}, \ldots, u_{m}\right)^{\mathrm{T}}$, outputs $y=\left(y_{1}, \ldots, y_{m}\right)^{\mathrm{T}}$ and their time-derivatives:

$$
\begin{equation*}
y_{i}^{\left(n_{i}\right)}(t)=\Phi_{i}\left(y_{j}(t), \ldots, y_{j}^{\left(n_{i j}\right)}(t), u_{j}(t), \ldots, u_{j}^{\left(s_{i}\right)}(t)\right) \tag{1}
\end{equation*}
$$

for $i, j=1, \ldots, m$. The functions $\Phi_{i}$ are assumed to be real analytic in variables from the set $\left\{y_{j}, \ldots, y_{j}^{\left(n_{i j}\right)}, u_{j}, \ldots, u_{j}^{\left(s_{i}\right)} ; j=1, \ldots, m\right\}$. The indices in 1 are typically supposed to satisfy the conditions

$$
\begin{align*}
& n_{1} \leq n_{2} \leq \cdots \leq n_{m}, \quad n_{i j}<n_{j} \quad s_{i}<n_{i} \\
& n_{i j}<n_{i}, \quad j \leq i  \tag{2}\\
& n_{i j} \leq n_{i}, \quad j>i .
\end{align*}
$$

The restrictions (2) mean that the equations (1) are assumed to be in the strong Popov form, which guarantees the uniqueness of the indices $n_{i}$ up to output permutation. Note that under mild conditions, one can always transform an arbitrary set of i/o equations, at least locally, into the form (1), (2), see [19]. Define the order $n$ of the system (11) as $n:=\sum_{i} n_{i}$ and let $s:=\max _{i}\left\{s_{i}\right\}$.

### 2.2. State equations

Another way to describe a MIMO nonlinear continuous-time control system is by the state equations

$$
\begin{align*}
x^{(1)}(t) & =f(x(t), u(t))  \tag{3}\\
y(t) & =h(x(t)),
\end{align*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the state at time $t, u(t) \in \mathbb{R}^{m}$ is the input and $y(t) \in \mathbb{R}^{m}$ the output of the system. In this paper we assume that the system (3) is observable in the sense that

$$
\operatorname{rank} \frac{\partial\left(h, h^{(1)}, \ldots, h^{(n-1)}\right)^{\mathrm{T}}}{\partial x}=n
$$

where $h^{(k)}, k \geq 1$, is $k$ th time-derivative of the output function $h$ of (3), is true generically [7]. In this paper we are interested in a controller canonical form of (3):

$$
\begin{align*}
x_{i, 1}^{(1)}(t) & =x_{i, 2}(t) \\
x_{i, 2}^{(1)}(t) & =x_{i, 3}(t)  \tag{4}\\
& \vdots \\
x_{i, n_{i}}^{(1)}(t) & =F_{i}(x(t), u(t)),
\end{align*}
$$

where either

$$
\begin{equation*}
y_{i}(t)=x_{i, 1}(t) \tag{5}
\end{equation*}
$$

or

$$
\begin{equation*}
y_{i}(t)=h_{i}(x(t)) \tag{6}
\end{equation*}
$$

for $i=1, \ldots, m$. Note that the system (4), (5) is observable for any functions $F_{i}, i=$ $1, \ldots, m$.

### 2.3. Algebraic framework

Next a brief overview of the algebraic approach used in the paper is given, see [7] for more details. Denote by $\mathcal{K}$ the field of meromorphic functions, depending on finite number of variables from the set $\mathcal{C}=\left\{y_{i}, \ldots, y_{i}^{\left(n_{i}-1\right)}, u_{i}^{(k)} ; i=1, \ldots, m ; k \in \mathbb{N}\right\}$. The elements of the set $\mathcal{C}$ are viewed as independent variables of the field $\mathcal{K}$, and not as functions of time. In the following all the functions and transformations considered in the paper are assumed to belong to the field $\mathcal{K}$. On the field $\mathcal{K}$ the standard time-derivative operator $\mathrm{d} / \mathrm{d} t$ is defined and the pair $(\mathcal{K}, \mathrm{d} / \mathrm{d} t)$ forms a differential field [12], which we denote simply by $\mathcal{K}$. It is important to distinguish that due to (1), $\frac{\mathrm{d}}{\mathrm{d} t} y_{i}^{\left(n_{i}-1\right)}=\Phi_{i}(\cdot)$, since $y_{i}^{\left(n_{i}\right)}$ is not independent system variable, whereas $\frac{\mathrm{d}}{\mathrm{d} t} y_{i}^{(k)}=y_{i}^{(k+1)}$ for $k=0, \ldots, n_{i}-2$.

Define the vector space of 1 -forms over $\mathcal{K}$ as $\mathcal{E}=\operatorname{span}_{\mathcal{K}}\{\mathrm{d} \varphi \mid \varphi \in \mathcal{K}\}$. The timederivative operator $\mathrm{d} / \mathrm{d} t$ is naturally extended to $\mathcal{E}$ as $\mu: \mathcal{E} \rightarrow \mathcal{E}$, where

$$
\mu\left(\sum_{j} a_{j} \mathrm{~d} \xi_{j}\right)=\sum_{j}\left(a_{j}^{(1)} \mathrm{d} \xi_{j}+a_{j} \mathrm{~d} \xi_{j}^{(1)}\right)
$$

for $a_{j} \in \mathcal{K}$ and $\xi_{j} \in \mathcal{C}$.
A 1-form $\omega \in \mathcal{E}$ is said to be exact if it is a total differential of some function $\varphi \in \mathcal{K}$, i. e., $\omega=\mathrm{d} \varphi$. A subspace $\operatorname{span}_{\mathcal{K}}\left\{\omega_{1}, \ldots, \omega_{k}\right\}$ of $\mathcal{E}$ is said to be integrable if it has locally a basis, consisting of exact 1 -forms.

Similar algebraic framework can be constructed for systems of the form (3), with the difference that instead of $\mathcal{C}$ one has $\overline{\mathcal{C}}=\left\{x, u^{(k)} ; k \in \mathbb{N}\right\}$, see more in detail in 7.

### 2.4. Problem statement

The general realization problem deals with possibilities to transform the equations (1) into the form (3) such that starting from the corresponding initial conditions, equal inputs yield equal output behaviors for systems (1) and (3). Precise definition of realization is given as follows.

Definition 2.1. The set of the $n$th order i/o equations (1) is said to be realizable in the state space form (3) if there exist state coordinates $x=\varphi\left(y, y^{(k)}, u, u^{(k)} ; k \geq 0\right)$ such that in these coordinates the state equations take the form (3) and the solutions $\{y(t), u(t) ; t \geq 0\}$, generated by (1) and (3), coincide. The system (3) is called the $n$th order state space realization of the set of the $n$th order i/o equations (1).

In this paper our goal is to study the realization in the special form, namely the possibilities to transform the equations (1) into the form (4), (5) or (4), (6). Note that the state equations of the form (4) are static state feedback linearizable.

## 3. RESULTS

The solution to the problem statement above is given in terms of the sequence of nonincreasing vector spaces $\mathcal{H}_{i}, i \geq 1$, which are the subspaces of $\mathcal{E}$ and defined [3] recursively by

$$
\begin{align*}
\mathcal{H}_{1} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{j}^{\left(n_{j}-1\right)}, \ldots, \mathrm{d} y_{j}, \mathrm{~d} u_{j}^{(s)}, \ldots, \mathrm{d} u_{j} ; j=1, \ldots, m\right\}  \tag{7}\\
\mathcal{H}_{i+1} & =\left\{\omega \in \mathcal{H}_{i} \mid \mu(\omega) \in \mathcal{H}_{i}\right\} .
\end{align*}
$$

The sequence $\left\{\mathcal{H}_{i}\right\}$ converges, by which one means that there exists $k_{*} \in \mathbb{N}$ such that $\mathcal{H}_{k_{*}}=\mathcal{H}_{k_{*}+i}, i \geq 1$, but $\mathcal{H}_{k_{*}-1} \neq \mathcal{H}_{k_{*}}$. The latter results from each $\mathcal{H}_{k}$ being a finitedimensional vector space so that, at each step either the dimension decreases by at least one or $\mathcal{H}_{k+1}=\mathcal{H}_{k}$. Define $\mathcal{H}_{\infty}:=\mathcal{H}_{k_{*}}$. From now on we make the assumption that $\mathcal{H}_{\infty}=\{0\}$, which means that the system (1) is generically accessible in the sense that (1) does not admit autonomous elements in $\mathcal{K}$, see [2]. Note that the latter is necessary for transforming a system (1) or (3) into the form (4), (5). Also, note that directly from the definition (7) of the sequence $\mathcal{H}_{i}$, one may conclude the following.

Lemma 3.1. A 1 -form $\omega \in \mathcal{E}$ is an element of $\mathcal{H}_{i}$ if and only if $\mu^{i-1}(\omega) \in \mathcal{H}_{1}$.
Another observation, which will be useful later, is the following.
Lemma 3.2. For $i=1, \ldots, s+2$ one has $\operatorname{dim} \mathcal{H}_{i}=n+(s+2-i) m$.

Proof. In Theorem 4 of [5] the basis of $\mathcal{H}_{i}, i=1, \ldots, s+2$, is computed for systems on homogeneous time scales. Note that the continuous-time case is a special case of that. More precisely, the theorem states that

$$
\mathcal{H}_{i}=\operatorname{span}_{\mathcal{K}}\left\{\omega_{1}, \ldots, \omega_{n}, \mathrm{~d} u_{j}, \ldots, \mathrm{~d} u_{j}^{(s+1-i)} ; j=1, \ldots, m\right\}
$$

for $i=1, \ldots, s+1$ and

$$
\mathcal{H}_{s+2}=\operatorname{span}_{\mathcal{K}}\left\{\omega_{1}, \ldots, \omega_{n}\right\}
$$

for certain 1-forms $\omega_{1}, \ldots, \omega_{n}$, computed in [5]. Thus, $\operatorname{dim} \mathcal{H}_{i}=n+(s+2-i) m$ for $i=1, \ldots, s+2$.

First, we give the result for general realization problem in the form (3) ${ }^{1}$
Theorem 3.3. The set of i/o equations (1) has an observable state-space realization in the form (3) if and only if the subspace $\mathcal{H}_{s+2}$, defined by (7), is completely integrable.

Proof. Sufficiency. Because of Lemma 3.2 and integrability of $\mathcal{H}_{s+2}$ one has $\mathcal{H}_{s+2}=$ $\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} \varphi_{1}, \ldots, \mathrm{~d} \varphi_{n}\right\}$. Also, by Lemma 3.1, $\mathrm{d} u_{j} \in \mathcal{H}_{s+1}$ for $j=1, \ldots, m$. Thus, by definition of $\mathcal{H}_{s+1}$ one has $\mathcal{H}_{s+1}=\mathcal{H}_{s+2} \oplus \operatorname{span}_{\mathcal{K}}\{\mathrm{d} u\}$. Now, define the state variables as $x_{i}=\varphi_{i}, i=1, \ldots, n$. Since, $\mathrm{d} \varphi_{i} \in \mathcal{H}_{s+2}$, then $\mu\left(\mathrm{d} \varphi_{i}\right)=\mathrm{d} \varphi_{i}^{(1)} \in \mathcal{H}_{s+1}$. Thus,

[^1]$\mathrm{d} \varphi_{i}^{(1)}=\mathrm{d} f_{i}\left(\varphi_{1}, \ldots, \varphi_{n}, u\right)$ and $x_{i}^{(1)}=f_{i}(x, u)$. Finally, by Lemma 3.1. $\mathrm{d} y_{i} \in \mathcal{H}_{s+2}$, which means that there exists a function $h_{i} \in \mathcal{K}$, such that $y_{i}=h_{i}(x)$ for $i=1, \ldots, m$.

Necessity. Since the realization (3) is observable, then there exist functions $\varphi_{i}, i=$ $1, \ldots, n$, such that $x_{i}=\varphi_{i}(\cdot)$ and $\mathrm{d} \varphi_{i} \in \mathcal{H}_{1}$. By Lemma 3.1, $\mathrm{d} u_{j}^{(i)} \in \mathcal{H}_{s+1-i}$, but $\mathrm{d} u_{j}^{(i)} \notin \mathcal{H}_{s+2-i}$. Also, by Lemma 3.2 one knows the dimensions of $\mathcal{H}_{i}, i=1, \ldots, s+2$. By combining these observations, one has

$$
\mathcal{H}_{\ell}=\mathcal{H}_{s+2} \oplus \operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} u^{(k)} ; k=0, \ldots, s-\ell+1\right\}
$$

for $\ell=1, \ldots, s+1$. Since $\mathrm{d} \varphi_{i} \in \mathcal{H}_{1}$, but $\mathrm{d} \varphi_{i} \notin \operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} u, \ldots, \mathrm{~d} u^{(s)}\right\}$, then necessarily, $\mathrm{d} \varphi_{i} \in \mathcal{H}_{s+2}$ for $i=1, \ldots, n$. Because the 1 -forms $\mathrm{d} \varphi_{i}$ are all linearly independent and the dimension of $\mathcal{H}_{s+2}$ is $n$, then $\mathcal{H}_{s+2}=\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} \varphi_{1}, \ldots, \mathrm{~d} \varphi_{n}\right\}$, i. e., the subspace $\mathcal{H}_{s+2}$ is integrable.

The proof of Theorem (3.3) also suggest that the state variables can be found by integrating the subspace $\mathcal{H}_{s+2}$.

Now, we are looking for a realization of the form (4) with the output function (5).
Theorem 3.4. The set of the $n$th order i/o equations (1) has the $n$th order realization in the form (4), (5) if and only if

$$
\begin{equation*}
\mathcal{H}_{s+2}=\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{i}, \ldots, \mathrm{~d} y_{i}^{\left(n_{i}-1\right)} ; i=1, \ldots, m\right\} \tag{8}
\end{equation*}
$$

Proof. Sufficiency. By Theorem 3.3 the equations (1) have observable state-space realization if and only if $\mathcal{H}_{s+2}$ is integrable. Moreover, the differentials of the state variables can be chosen as any set of exact basis of $\mathcal{H}_{s+2}$. Therefore, one may define $x_{i, j+1}=y_{i}^{(j)}, i=1, \ldots, m, j=0, \ldots, n_{i}-1$. This yields $y_{i}=x_{i, 1}$, i. e., the output in the form (5), as well as state equations in the form (4).

Necessity. From the special form (4), (5) one can see that $x_{i, j+1}=y_{i}^{(j)}$ for $i=$ $1, \ldots, m, j=0, \ldots, n_{i}-1$. Since the realization problem has a solution, the subspace $\mathcal{H}_{s+2}$ has to be integrable and one $n$th order state-space realization of (1) is (4), (5). Thus, by Theorem 3.3, the differentials of the states of system (4) form a basis for $\mathcal{H}_{s+2}$. Therefore, (8) must be satisfied.

Proposition 3.5. The subspace $\mathcal{H}_{s+2}$ can be written as (8) if and only if in (1) $s:=$ $\max _{i}\left\{s_{i}\right\}=0$.

Proof. Sufficiency. If $s=0$, then the equations (1) can be rewritten as

$$
y_{i}^{\left(n_{i}\right)}=\Phi_{i}\left(y_{j}, \ldots, y_{j}^{\left(n_{i j}\right)}, u_{j}\right)
$$

for $i, j=1, \ldots, m$. Thus, directly from the definition of $\mathcal{H}_{s+2}=\mathcal{H}_{2}$ one gets

$$
\mathcal{H}_{2}=\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{i}, \ldots, \mathrm{~d} y_{i}^{\left(n_{i}-1\right)} ; i=1, \ldots, m\right\}
$$

Necessity. It has been shown in the proof of Theorem 3.3 that $\mathcal{H}_{s+1}=\mathcal{H}_{s+2} \oplus$ $\operatorname{span}_{\mathcal{K}}\{\mathrm{d} u\}$. On the other hand, by the definition of subspace $\mathcal{H}_{s+2}, \mu\left(\mathrm{~d} y_{i}^{\left(n_{i}-1\right)}\right)=$ $\mathrm{d} y_{i}^{\left(n_{i}\right)}=\mathrm{d} \Phi_{i}(\cdot)$ has to belong to $\mathcal{H}_{s+1}$ for every $i=1, \ldots, m$. Thus,

$$
\mathrm{d} \Phi_{i}(\cdot) \in \operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{j}, \ldots, \mathrm{~d} y_{j}^{\left(n_{i}-1\right)}, \mathrm{d} u_{j}\right\}
$$

for $i, j=1, \ldots, m$. This yields that $s=0$.
Remark 3.6. For systems of the form (3), by using the subspaces $\mathcal{H}_{i}$, one can in a similar manner characterize the existence of an invertible state transformation $z=\varphi(x)$ $\left(x=\varphi^{-1}(z)\right)$, where $\varphi, \varphi^{-1} \in \mathcal{K}^{n}$, which transforms the equations (3) into the form (4), (5). In this case the sequence $\left\{\mathcal{H}_{i}\right\}$ is initialized by

$$
\mathcal{H}_{0}=\operatorname{span}_{\mathcal{K}}\{\mathrm{d} x, \mathrm{~d} u\}
$$

Then the system (3) can be transformed into the form (4), (5) by an invertible state transformation if and only if

$$
\mathcal{H}_{1}=\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{i}, \ldots, \mathrm{~d} y_{i}^{\left(n_{i}-1\right)} ; i=1, \ldots, m\right\}
$$

for some $n_{i} \in \mathbb{N}$. The latter is possible if and only if $\sum_{i} r_{i}=n$, where $r_{i}$ is the relative degree of $y_{i}$ with respect to the input $u$, i. e., $r_{i} \in \mathbb{N}$ is the minimal number such that $y_{i}^{\left(r_{i}\right)}$ depends on $u$.

Second, we are looking for realizations in the form (4) with an arbitrary output function (6).

Theorem 3.7. The set of the $n$th order i/o equations (1) has the $n$th order realization in the form (4), (6) if and only if all the vector spaces $\mathcal{H}_{j}, j=s+2, \ldots, k_{*}-1$ are integrable.

Proof. Sufficiency. First, note that since $\mathcal{H}_{s+2}$ is integrable, then the general realization problem has a solution. When all the vector spaces $\mathcal{H}_{j}, j=s+2, \ldots, k_{*}-1$ are integrable, then one can write, by the definition of the subspaces $\mathcal{H}_{i}$,

$$
\begin{align*}
\mathcal{H}_{k_{*}-1} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} \varphi_{1}\right\} \\
\mathcal{H}_{k_{*}-2} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} \varphi_{1}, \mathrm{~d} \varphi_{1}^{(1)}, \mathrm{d} \varphi_{2}\right\}  \tag{9}\\
& \vdots \\
\mathcal{H}_{s+2} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} \varphi_{1}, \ldots, \mathrm{~d} \varphi_{1}^{\left(k_{*}-s-3\right)}, \ldots, \mathrm{d} \varphi_{k_{*}-s-2}\right\}
\end{align*}
$$

for some vectors $\mathrm{d} \varphi_{i}=\left(\mathrm{d} \varphi_{i, 1}, \ldots, \mathrm{~d} \varphi_{i, \rho_{i}}\right)$ of 1-forms, $i=1, \ldots, k_{*}-s-2$, which can for some $i$ be also zero vectors. Now, in terms of $\mathrm{d} \varphi_{i, j}, i=1, \ldots, k_{*}-s-2, j=1, \ldots, \rho_{i}$, the subspace $\mathcal{H}_{s+2}$ is in a form (8). Based on the structure of $\mathcal{H}_{s+2}$, as in the sufficiency proof of Theorem 3.4, the state equations can be written in the form (4). It remains to show that $\mathrm{d} y_{i} \in \mathcal{H}_{s+2}$ for $i=1, \ldots, m$. Really, since $\mathrm{d} y_{i}^{\left(n_{i}\right)}=\mathrm{d} \Phi_{i} \in \mathcal{H}_{1}$, then always $\mathrm{d} y_{i} \in \mathcal{H}_{s+2}$ by Lemma 3.1. The latter means that the outputs $y_{i}$ can be written as functions $h_{i}$ of the state variables, which are defined by the basis of $\mathcal{H}_{s+2}$.

Necessity. By Theorem 3.3 the subspace $\mathcal{H}_{s+2}$ is integrable and the exact basis can be chosen as differentials of the state variables

$$
\mathcal{H}_{s+2}=\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} x_{i, 1}, \ldots, \mathrm{~d} x_{i, n_{i}} ; i=1, \ldots, m\right\}
$$

Note that because of the observability assumption all the states can be expressed as functions on variables from the set $\left\{y_{i}, \ldots, y_{i}^{\left(n_{i}-1\right)}, u_{i}, \ldots, u_{i}^{(s)}\right\}$. From the special structure of the state equations (4) and definition of the subspaces $\mathcal{H}_{i}$, one has

$$
\begin{aligned}
\mathcal{H}_{s+3} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} x_{i, 1}, \ldots, \mathrm{~d} x_{i, n_{i}-1} ; i=1, \ldots, m\right\} \\
\mathcal{H}_{s+4} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} x_{i, 1}, \ldots, \mathrm{~d} x_{i, n_{i}-2} ; i=1, \ldots, m\right\} \\
& \vdots
\end{aligned}
$$

Therefore, all the subspaces $\mathcal{H}_{i}, i=s+2, \ldots, k_{*}-1$, are integrable.

## 4. EXAMPLES

Example 4.1. Consider the classical example of inverted pendulum of unit length with a point mass $m$ attached at the end of the beam and which is actuated by the torque $u$ applied at the base of the beam [7, 17]. This system can be described by the equation

$$
\begin{equation*}
y^{(2)}=g \sin y+\frac{u}{m} \tag{10}
\end{equation*}
$$

where $g$ is the gravitational constant and $y$ is the angular position of the pendulum with respect to the vertical position. By Proposition 3.5 one can say that the equation (10) can be transformed in the form (4) with the output function (5). We also know from the proof of Theorem 3.4 that the state coordinates can be defined as $x_{1}=y$ and $x_{2}=y^{(1)}$, which yields

$$
\begin{align*}
x_{1}^{(1)} & =x_{2}  \tag{11}\\
x_{2}^{(1)} & =g \sin x_{1}+\frac{u}{m} .
\end{align*}
$$

This realization is valid for all values of $y(t)$ and $u(t)$.
Example 4.2. Consider a MIMO nonlinear system described by the i/o equations

$$
\begin{align*}
y_{1}^{(2)} & =y_{1}^{(1)} u_{1}^{(1)}-y_{2}  \tag{12}\\
y_{2}^{(1)} & =y_{1} u_{2} .
\end{align*}
$$

Since there exists the time-derivative of $u_{1}$ in the equations 12 , we can conclude, by Proposition 3.5, that the equations (12) are not transformable into the controller canonical form (4), (5). Compute

$$
\begin{aligned}
& \mathcal{H}_{s+2}=\mathcal{H}_{3}=\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{1}, \mathrm{~d} y_{2}, \mathrm{~d}\left(u_{1}-\ln y_{1}^{(1)}\right)\right\} \\
& \mathcal{H}_{s+3}=\mathcal{H}_{4}=\operatorname{span}_{\mathcal{K}}\left\{y_{1}^{(1)} \mathrm{d}\left(u_{1}-\ln y_{1}^{(1)}\right)-y_{2} \mathrm{~d} y_{1}\right\} \\
& \mathcal{H}_{s+4}=\mathcal{H}_{5}=\{0\} .
\end{aligned}
$$

Since the subspace $\mathcal{H}_{4}$ is not integrable, the realization in the state-space form (4), (6) is also not possible. However, integrability of $\mathcal{H}_{3}$ means that there exists a general realization

$$
\begin{align*}
x_{1}^{(1)} & =\mathrm{e}^{u_{1}-x_{2}}  \tag{13}\\
x_{2}^{(1)} & =x_{3} \mathrm{e}^{x_{2}-u_{1}} \\
x_{3}^{(1)} & =x_{1} u_{2} \\
y_{1} & =x_{1} \quad y_{2}=x_{3}
\end{align*}
$$

in the form (3), by defining $x_{1}=y_{1}, x_{2}=u_{1}-\ln y_{1}^{(1)}$ and $x_{3}=y_{2}$. Note that the state variables of system (13) cannot be defined for $\dot{y}_{1}(t) \leq 0$. Thus, the realization (13) is valid, when $\dot{y}_{1}(t)>0$.

Example 4.3. Under some simplified assumptions the model of the tilt of a bicycle can be described by the i/o equation [1]

$$
\begin{equation*}
y^{(2)}=\alpha_{1} u^{(1)}+\alpha_{2} \sin y+\alpha_{3} u, \tag{14}
\end{equation*}
$$

where $\alpha_{1}=\frac{D v}{b J}, \alpha_{2}=\frac{m g h}{J}, \alpha_{3}=\frac{m h v^{2}}{b J}, y$ is the tilt angle, $u$ is the steering angle, $D$ is the product of inertia, $v$ is the velocity of the bicycle, $b$ is the wheel base, $J$ is the moment of inertia, $m$ is the mass of the system, $g$ is the gravitational constant and $h$ is the height of the center of mass.

Since the time-derivative of $u$ is present in the equation (14), by Proposition 3.5 , the system (14) is not transformable into the form (4), (5). This can be also verified by Theorem 3.4. Compute the $\mathcal{H}_{i}$ subspaces for the system:

$$
\begin{aligned}
\mathcal{H}_{1} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y, \mathrm{~d} y^{(1)}, \mathrm{d} u, \mathrm{~d} u^{(1)}\right\} \\
\mathcal{H}_{2} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y, \mathrm{~d} y^{(1)}, \mathrm{d} u\right\} \\
\mathcal{H}_{3} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y, \mathrm{~d}\left(y^{(1)}-\alpha_{1} u\right)\right\} \\
\mathcal{H}_{4} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d}\left(\alpha_{1} y^{(1)}-\alpha_{1}^{2} u-\alpha_{3} y\right)\right\} \\
\mathcal{H}_{5} & =\{0\} .
\end{aligned}
$$

Obviously, the subspace $\mathcal{H}_{s+2}=\mathcal{H}_{3}$ cannot be written as $\sqrt{8 \mid}$, which also shows that the realization in the form (4), (5) does not exist for system (14).

On the other hand, the subspaces $\mathcal{H}_{3}$ and $\mathcal{H}_{4}$ are integrable and thus, by Theorem 3.7 , the system (14) can be transformed in the state-space form (4), (6). Note that eventhough the existence of nonlinear inverse transformation can be proven, one cannot always express the solution in terms of elementary functions. This happens also in the current example. One has to choose the state variables as

$$
\begin{align*}
& x_{1}=\alpha_{1} y^{(1)}-\alpha_{1}^{2} u-\alpha_{3} y \\
& x_{2}=\alpha_{1} \alpha_{2} \sin y+\alpha_{1} \alpha_{3} u-\alpha_{3} y^{(1)} \tag{15}
\end{align*}
$$

but cannot express $x_{1}^{(1)}$ and $x_{2}^{(1)}$ in terms of $x_{1}, x_{2}$ and $u$, since equations 15) cannot be solved for $y$ and $y^{(1)}$ in terms of elementary functions. This is not the problem of the specific solution of this paper as the same problem appears also when one tries to transform any other realization of (14) into the controller canonical form by state transformation.

Example 4.4. Consider a nonlinear system described by the equations

$$
\begin{align*}
y_{1}^{(2)} & =y_{1}^{(1)} y_{2}-u_{1}^{(1)}  \tag{16}\\
y_{2}^{(2)} & =\mathrm{e}^{y_{1}}-u_{2} .
\end{align*}
$$

Again, existence of time-derivatives of inputs in the system equations indicates that a realization of the form $(4),(5)$ does not exist. To check whether the equations can be transformed into the form (4) with the output (6), one has to compute the following subspaces:

$$
\begin{aligned}
\mathcal{H}_{1} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{1}, \mathrm{~d} y_{1}^{(1)}, \mathrm{d} y_{2}, \mathrm{~d} y_{2}^{(1)}, \mathrm{d} u_{1}, \mathrm{~d} u_{1}^{(1)}, \mathrm{d} u_{2}, \mathrm{~d} u_{2}^{(1)}\right\} \\
\mathcal{H}_{2} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{1}, \mathrm{~d} y_{1}^{(1)}, \mathrm{d} y_{2}, \mathrm{~d} y_{2}^{(1)}, \mathrm{d} u_{1}, \mathrm{~d} u_{2}\right\} \\
\mathcal{H}_{3} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{1}, \mathrm{~d} y_{2}, \mathrm{~d}\left(y_{1}^{(1)}+u_{1}\right), \mathrm{d} y_{2}^{(1)}\right\} \\
\mathcal{H}_{4} & =\operatorname{span}_{\mathcal{K}}\left\{\mathrm{d} y_{2}, \mathrm{~d}\left(y_{1}^{(1)}+u_{1}-y_{1} y_{2}\right)\right\} \\
\mathcal{H}_{5} & =\{0\} .
\end{aligned}
$$

Since all the subspaces are integrable, then one can conclude by Theorem 3.7 that it is possible to transform the equations (16) in the form (4), (6). To find the state coordinates, the subspace $\mathcal{H}_{3}=\mathcal{H}_{s+2}$ should be given in the form (9). For that, take $\varphi_{1}=\left(y_{2}, y_{1}^{(1)}+u_{1}-y_{1} y_{2}\right)^{\mathrm{T}}$. Then $\varphi_{1}^{(1)}=\left(y_{2}^{(1)},-y_{1} y_{2}^{(1)}\right)^{\mathrm{T}}$ and $\varphi_{2}$ is zero vector. The basis for $\mathcal{H}_{3}$ can be chosen as $\left\{\mathrm{d} \varphi_{1}, \mathrm{~d} \varphi_{1}^{(1)}\right\}$. This means that we may define the state variables as $\left(x_{1}, x_{3}, x_{2}, x_{4}\right)^{\mathrm{T}}=\left(\varphi_{1}, \varphi_{1}^{(1)}\right)^{\mathrm{T}}$, resulting in the state equations

$$
\begin{aligned}
x_{1}^{(1)} & =x_{2} \\
x_{2}^{(1)} & =\mathrm{e}^{-\frac{x_{4}}{x_{2}}}-u_{2} \\
x_{3}^{(1)} & =x_{4} \\
x_{4}^{(1)} & =\frac{x_{4}}{x_{2}}\left(\mathrm{e}^{-\frac{x_{4}}{x_{2}}}-u_{2}\right)-x_{2}\left(x_{3}-u_{1}\right)+x_{1} x_{4} \\
y_{1} & =-\frac{x_{4}}{x_{2}} \\
y_{2} & =x_{1} .
\end{aligned}
$$

The transformation to the latter state-space form is valid everywhere except when $\dot{y}_{2}(t)=0$.

## 5. CONCLUSION

In this paper the problem of transforming the set of nonlinear i/o equations into the controller canonical form was studied. Two cases were addressed - when the output function is linear or nonlinear. For both cases necessary and sufficient conditions were given for existence of realization in the controller canonical form. Since realization theory is very similar (except for computations) for nonlinear continuous and discretetime systems, the results of the paper are easily extendable for discrete-time case. In fact, the sufficiency of analogue of Proposition 3.5 was already proved in 14 for SISO discrete-time systems.
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