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OPTIMAL CONTROL PROCESSES ASSOCIATED WITH
A CLASS OF DISCONTINUOUS CONTROL SYSTEMS:
APPLICATIONS TO SLIDING MODE DYNAMICS

Vadim Azhmyakov, Michael V. Basin and Arturo E. Gil Garćıa

This paper presents a theoretical approach to optimal control problems (OCPs) governed
by a class of control systems with discontinuous right-hand sides. A possible application of the
framework developed in this paper is constituted by the conventional sliding mode dynamic pro-
cesses. The general theory of constrained OCPs is used as an analytic background for designing
numerically tractable schemes and computational methods for their solutions. The proposed
analytic method guarantees consistency of the resulting approximations related to the original
infinite-dimensional optimization problem and leads to specific implementable algorithms.
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1. INTRODUCTION AND MOTIVATION

The study of discontinuous and sliding mode control processes in the framework of
the general switched dynamic systems has gained interest in recent years (see e.g., [5,
6, 14, 15, 17, 19, 21, 23, 27, 35, 36, 38]). The complex real-world models described
by the differential equations with discontinuous right-hand sides or the corresponding
differential inclusions are broadly used in modern engineering. An important case of the
above-mentioned discontinuous processes is constituted by a family of the conventional
sliding mode control systems. Recall that these control systems are motivated by many
significant real world applications of the systems theory. We refer to [3, 12, 14, 15,
25, 34, 36, 42, 45] for engineering applications of the sliding mode approach. It is
necessary to stress that the control design technique based on the traditional sliding
mode technologies (see [45]) is nowadays a mature and relative simple methodology for
synthesis of robust controllers.

In this paper, we study the following system with the affine structure

ẋ(t) = a
(
t, x(t)

)
+ b

(
t, x(t)

)
u(t) a.e. on [0, tf ],

x(0) = x0,
(1)
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where x0 ∈ Rn and functions a : (0, tf ) × R → Rn, b : (0, tf ) × R → Rn×m are
Caratheodory functions (see [24, 29, 38] for theoretical details), i. e., measurable in t
and continuous in x. The general existence/uniqueness theory for nonlinear ordinary
differential equations implies that for every u(·) ∈ L1

m(0, tf ), where L1
m(0, tf ) is the

Lebesgue space of all m-valued integrable functions, the problem (1) has a unique ab-
solutely continuous solution x(·). We consider (1) over a set U of bounded measurable
control functions and assume that this set has a simple box-like structure

U := {v(·) ∈ L1
m(0, tf )

∣∣ v(t) ∈ U a.e. on [0, tf ]},
U := {u ∈ Rm : vj

− ≤ uj ≤ vj
+, j = 1, . . . ,m},

(2)

where vj
−, vj

+, j = 1, . . . ,m are certain constants. It is well known that the affine dynamic
models represent an important class of control systems see, for instance, ([31, 45]). The
sliding mode motion of the dynamic system (1) is determined by the following specific
feedback control:

w(t, x) := w̃(t, σ(t, x)), (3)

where w̃ : R+ × Rs → Rm is a bounded measurable (feedback) control function and
σ : R+ × Rn → Rs is a continuously differentiable s-valued function. We also introduce
the additional notation for the composite function uw(t) ≡ w(t, x(t)), where x(·) is a
trajectory of (1). Since w(·, ·) is a bounded function and x(·) an absolutely continuous
one, we have uw(·) ∈ U for the box-like set U from (2).

Note that the more general (high order) sliding mode control approach to systems
with a relative degree l ∈ N is related to a family of functions σ(·, ·) and a specific
form of the feedback control law. In this case the traditional sliding mode notation is
represented by (l−1) derivatives of σ(·, ·). A conventional sliding mode dynamic process
(1) is associated with a sliding manifold, namely, a smooth surface σ(t, x) = 0, which
defines the main strategy of the corresponding feedback control in the following sense:
a trajectory x(·) generated by (1) with an implemented control function (3) guarantees
the prescribed “sliding condition” σ(t, x(t)) = 0 for the implemented trajectory x(·).

In our contribution, we interpret the closed-loop sliding mode system (2) – (3) as a
switched system. We refer to [4, 6, 7, 8, 9, 18, 35, 44] for some theoretical issues and
valuable examples of the switched systems. Note that the preceding dynamic systems
are often considered as control systems with variable structures, whose continuous and
discrete dynamics interact. In view of many formal models of variable structure sys-
tems, the above interpretation is strongly motivated. Indeed, the sliding mode control
systems (considered as a subclass of the switched systems) possess a specific mechanism
of discrete transitions [7]. This prescribed mechanism is specified by a discontinuous
feedback (3). In this paper, we propose a theoretical approach to optimal control of
the generalized closed-loop system (2) – (3). This analytical method is complemented
with an introduced computational technique. Evidently, the ability to operate a sliding
mode process in an optimal manner remains a challenging task as the computational
complexity associated with such problems often proves to be a bottleneck [7]. Some con-
structive implementable algorithms for numerical treatment of switched/hybrid systems
are discussed in [5, 16, 44].
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This paper is an extended version of the previous conference presentation [11]. The
paper gives complete proofs of all theorems and lemmas and a simulation example
demonstrating application of the developed approximation technique to an optimal con-
trol problem for a nonlinear system, whose optimal trajectory belongs to a certain sliding
mode manifold.

The remainder of this paper is organized as follows: Section 2 presents some basic
mathematical concepts and preliminary theoretical facts. We also give a formulation
of the sliding mode-related OCP under consideration. Section 3 proposes a construc-
tive approximative scheme for the original OCPs governed by the discontinuous sliding
mode-type dynamic system (2) – (3). We also briefly discuss some numerical aspects
of the obtained analytical results that can potentially lead to a computational solution
procedure for the optimal control problem. Section 4 summarizes this paper.

2. OPTIMIZATION OF SLIDING MODE CONTROL PROCESSES

The closed-loop realization of the affine control system (1) with (3) can be represented
as a system of ordinary differential equations with discontinuous right-hand sides. The
discontinuity effect is caused by an assumed class of the feedback control functions.
A suitable control synthesis of the type (3) implies certain stability properties of the
generated sliding modes. Usually, this stability requirement is determined by the classic
asymptotic Lyapunov-type [33] or newly developed finite-time stability properties [28].
Note that the stability here is understood with respect to a prescribed sliding surface of
co-dimension s ∈ N (see [24]). Our approach to (1) – (3) is based on the following idea: we
consider the corresponding closed-loop system governed by a general differential equation
with a discontinuous right hand side. This modeling framework makes it possible to
apply the celebrated Filippov approach (see [14, 24, 36]) and consider the associated
differential inclusion of the following form

˙̃x(t) ∈ K[a, b](x̃(t)) a.e. on [0, tf ],
x̃(0) = (x0, 0),

(4)

where x̃ := (xT , t)T is the extended state vector,

K[a, b](x̃) := co
{

lim
j→∞

[a(x̃j) + b(x̃j)w(x̃j)]
∣∣ x̃j → x̃, x̃j /∈ S

⋃
W

}
and S,W ⊂ Rn are sets of zero measure. We are interested to develop an adequate
numerically stable approximation for the differential inclusion (4).

Let us introduce the OCP associated with (1) – (3). Consider a smooth function

f0 : R× Rn × Rm → R.

Given (1), we introduce the OCP as follows:

minimize J̃(uw(·)) :=
∫ tf

0

f0(t, x(t), uw(t)) dt

over all trajectories of (4)− (3),
σ(t, x(t)) = 0 ∀t ∈ [tsl, tf ],

(5)
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where tsl is the time moment of reaching the exact “sliding mode”. We now make the
conventional technical assumptions, namely, suppose that problem (5) has an optimal
solution (control) uopt

w (·) = wopt(t, xopt(t)), where xopt(·) is the associated optimal trajec-
tory of (1) generated by (3). From the point of view of the general optimization theory,
the sliding condition σ(t, x) = 0 represents an additional algebraical state constraint
for the main OCP (5). Solving a constrained optimal control problem with ordinary
differential equations, we deal with functions and systems, which are to be replaced, ex-
cept for very special cases, by numerically tractable approximations. Implementation of
these numerical schemes for control problems with discontinuous dynamics is based on
certain approximations of the control sets and finite difference numerical schemes. Some
suitable finite-dimensional approximations can be used to design an effective solution
procedure for OCPs (5). It is well-known that the celebrated Filippov Selection Lemma
(see e. g., [1, 30]) gives rise to an explicit parametrization of convex-valued differential
inclusion of the type (7). A modern abstract formulation of this result (in the form
of Implicit Function Theorem) is given in [30]. We present here a special case of the
general Filippov Selection Lemma (see [26, 37, 38] for more theoretical details).

Proposition 1. A function z(·) is a solution of (4) if and only if it is a solution of the
Gamkrelidze system

η̇(t) = a(t, η(t)) +
n+1∑
j=1

αj(t)b(t, η(t))uj(t),

η(0) = x0, α(·) ∈ Λ(n + 1),

(6)

where
α(·) :=

(
α1(·), . . . αn+1(·)

)T
, uj(·) ∈ U ∀j = 1, . . . , n + 1

and

Λ(n + 1) := {α(·)
∣∣ αj(·) ∈ L1

1(0, tf ),

αj(t) ≥ 0,

n+1∑
j=1

αj(t) = 1, ∀t ∈ [0, tf ]}.

Recall that the auxiliary system (6) from the above theorem is called the Gamkre-
lidze system (see [26]). Evidently, the generalized control system (6) also represents
the sliding mode-type dynamics of the main model (1) – (2) with discontinuous control
(3). Evidently, the closed-loop realization (1) – (3) can be interpreted as a special case
of (4) with a discontinuous right-hand side. Using Proposition 1, we can consider the
above-mentioned equivalent Gamkrelidze parametrization (6) for the differential inclu-
sion associated with the original closed-loop system (1) – (3). Moreover, we can also
consider the Gamkrelidze-relaxed version of the original OCP (5). This relaxation of
the basic OCP (5) occurs if we replace the original affine control system by the corre-
sponding Gamkrelidze system from Proposition 1.

We now use the approximation idea discussed in [10] and consider the so-called “quasi
Gamkrelidze” system associated with (6). The discrete approximations of the given
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control set U can be introduced as follows:

ωk ∈ U, k = 1, . . . ,M,

where M/(n + 1) ∈ N. Assume that for εM > 0 (accuracy) and for any ω ∈ U there
exists a point ωk ∈ UM such that

||ω − ωk||Rm < εM .

The following auxiliary dynamical system is given by

ż(t) = a(t, z(t)) +
M∑

k=1

βk(t)b(t, z(t))ωk a.e. on [0, tf ],

z(0) = x0,

(7)

where βk(·) are elements of L1(0, tf ), βk(t) ≥ 0, and

M∑
k=1

βk(t) = 1 ∀t ∈ [0, 1].

Define
βM (·) := (β1(·), . . . , βM (·))

and let ℵ(M) denote the set of such admissible functions βM (·) (generalized controls).
Note that for a fixed UM the corresponding quasi Gamkrelidze system (7) has an abso-
lutely continuous solution zβ

M (·) for any admissible generalized control βM (·) ∈ ℵ(M).
The quasi Gamkrelidze system (7) allows further approximations summarized in the
next result [10].

Theorem 1. Consider the original system (1) – (3) and a solution η(·)) to the associated
Gamkrelidze system. Then, there exists a sequence {βM (·)} ⊂ ℵ(M) of the generalized
controls and the corresponding sequence {zβ

M (·)} of solutions of the given quasi Gankre-
lidze systems, such that zβ

M (·) is a strong approximation of η(·)

lim
M→∞

‖zβ
M (·)− η(·)‖Cn(0,tf ) = 0,

lim
M→∞

‖zβ
M (·)− η(·)‖W1,1

n (0,tf ) = 0.

Here || · ||W1,1
n (0,tf ) is the norm in the standard Sobolev space W1,1

n (0, tf ).

The presented theorem establishes the approximability property of solutions to the
classic Gamkrelidze system from Proposition 1. This result can also be interpreted as
a specific approximation of the conventional control u(·) by a sequence of admissible
generalized controls β(·). This last approximability property is understood with respect
to the M -convergence of the generated trajectories. As shown in [10], the solution zβ

M (·)
also satisfies the following specific differential inclusion

żβ
M (t) ∈ a(t, zβ

M (t)) + b(t, zβ
M (t))× U a.e. on [0, tf ]. (8)
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Evidently, (8) defines a new differential inclusion that approximates the original differ-
ential inclusion (4) with the accuracy specified in Theorem 1). We also refer to [10] for
a formal proof of this fact.

3. CONSISTENT APPROXIMATIONS OF OCPS ASSOCIATED WITH SLIDING
MODE DYNAMICS

The previous section contains some general results that are related to constructive ap-
proximations of a large class of discontinuous dynamic systems and sliding mode-type
discontinuous control processes (1) – (3). Our objective is to use these strong approx-
imability concepts, namely, the auxiliary system (6), and study the corresponding ap-
proximations of the main OCP (5). Using the quasi-Gamkrelidze system (7), we can
introduce the following approximation of the main OCP (5)

minimize J(βM (·)) :=
∫ tf

0

f0(t, z(t)) dt

over all trajectories of (7), βM (·) ∈ ℵ(M)

− εs ≤ σ(t, z(t)) ≤ εs ∀t ∈ [t̃sl, tf ],

(9)

where εs is a s-dimensional vector of the prescribed “sliding accuracies” for the corre-
sponding components of σ(·, ·). Evidently, the parameter εs characterizes a quasi-sliding
mode dynamic process. In general, the trajectory of the approximating system (7) does
not possess a “sliding” property with respect to the prescribed sliding manifold from
(5). Let us assume that the set of admissible solutions in (9) is non-empty. We are
now able to formulate the main result yielding an effective approximation of the original
OCP (5).

Theorem 2. Let the original system (1) – (3) satisfy all assumptions of Section 1. For
any εs > 0, there is a number Mε ∈ N such that for any M ∈ N, M ≥ Mε, there
exists an optimal solution (βopt

M (·), zopt
M (·)) associated with the approximating OCP (9).

Moreover, this solution possesses the following consistency property:

|J̃(νopt(·))− J(βopt
M (·))| ≤ εs, (10)

where
νopt(·)) ∈ U (n+1) × Λ(n + 1)

is a solution of the corresponding Gamkrelidze-relaxed OCP.

P r o o f . Since νopt(·)) is an admissible control to the Gamkrelidze-relaxed OCP, The-
orem 1 guarantees that there is a sequence {βM (·)} of generalized controls in (7) such
that

lim
M→∞

||zβ
M (·)− ηopt(·)||Cn(0,tf ) = 0,

where ηopt(·) is an optimal trajectory of the Gamkrelidze system associated with νopt(·)).
Let tsl be a exact “sliding time” defined from the original sliding condition

σ(t, x(t)) = 0.
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The continuity of the function σ(·, ·) and the absolute continuity of the trajectory of a
Gamkrelidze system imply existence of numbers ε1s > 0, M1 ∈ N such that for a “quasi
sliding time” t̃sl and an associated sequence of trajectories {zβ

M (·)} the approximate
sliding condition

−ε1s ≤ σ(t, z(t)) ≤ ε1s, ∀t ∈ [t̃sl, tf ],

is satisfied. This last condition holds for all M ≥ M1. The affine structure of the original
differential inclusion (4) and the approximating quasi Gamkrelidze system (7) implies the
convexity of the extended velocity vector (orientor) field. Moreover, the control set ℵ(M)
is compact [10]. From [40], we deduce that the solutions of (7) are uniformly bounded.
By definition, the sliding manifold is a closed set. Since the solution set associated with
(9) is non-empty, the existence of an optimal solution to this auxiliary OCP follows from
the extended Filippov existence result [10] for optimal control problems with constraints
(refer to [22, 41]).

Under the basic assumptions, the functions J̃(·) and σ(·, ·) are continuous. Then, for
any ε2s > 0, there exists a number M2 ∈ N such that

|J̃(νopt(·))− J(βopt
M (·))| ≤ ε2s

for all M > M2 (see [20]). The trajectory zopt
M (·) is a solution to the differential inclusion

(7) and also satisfies the relaxed dynamic system

η̇(t) =
∫

U

[
a(t, η(t)) + b(t, η(t))u

]
µ(t)(du), (11)

where η(0) = x0, t ∈ [0, tf ], and µ(·) is so-called relaxed control. An (11) admissible
relaxed control (see [13, 22]) in that case can be determined as

µ :=
M∑

k=1

βk,opt
M (t)δνk

,

where βk,opt
M (t) are components of βopt

M (t) and δνk
, k = 1, . . . ,M , are Dirac delta-

functions. Based on [22], we deduce that zopt
M (·) is also a solution to the original Gamkre-

lidze system (6) with the corresponding admissible ν(·) from U (n+1) × Λ(n + 1).
Upon defining

εs := max(ε1s, ε
2
s), Mε := max(M1,M2),

the preceding inequalities yield

−εs ≤ σ(t, zM (t)) ≤ εs, ∀t ∈ [t̃sl, tf ], and |J̃(νopt(·))− J(βopt
M (·))| ≤ εs

for a given εs. The proof is completed. �

Theorem 2 establishes the existence of a minimizing sequence (see e. g., [32]) for the
Gamkrelidze-relaxed OCP (9). Recall that a sequence {vs(·)} from the set of admissible
control functions is called a minimizing sequence if

lim
s→∞

J(vs(·)) = minJ(·).
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The minimizing sequence from Theorem 2 provides a theoretical basis for possible nu-
merically consistent approximations of the relaxed OCP (9). On the other hand, we are
mostly interested in consistent approximations associated with the original (non-relaxed)
OCP (5). This fact motivates the following partial result.

Theorem 3. Let the original system (1) – (3) satisfy all the assumptions of Section 1.
Consider a control

ν(·) ∈ U (n+1) × Λ(n + 1)

and the corresponding solution η(·) of the Gamkrelidze system (6). Then, there exists a
piecewise constant control function v(·) ∈ U such that the solution xv(·) of the original
system (1) exists on a given time interval [0, tf ] and

lim
M→∞

||xv(·)− η(·)||Cn(0,tf ) = 0.

P r o o f . As mentioned, η(·) is a solution of the relaxed system (11) with a generalized
control

µ :=
M∑

k=1

βk,opt
M (t)δνk

(see the proof of Theorem 2). The affine structure of the original control system (1)
and the convexity of the set U imply convexity of the right-hand side of the differential
inclusion (7). The existence of a piecewise constant control function v(·) ∈ U such that

lim
M→∞

||xv(·)− η(·)||Cn(0,tf ) = 0.

now follows from the results of [22]. The proof is completed. �

Theorem 3 establishes existence of a conventional (non-relaxed) control function that
possesses a strong approximability property for trajectories of the original and cor-
responding Gamkrelidze control systems. Assuming existence of an optimal solution
(βopt

M (·), zopt
M (·)) to the auxiliary OCP (9) implies, in view of Theorem 1 and 3, the

following approximation

lim
M→∞

||xv(·)− ηopt(·)||Cn(0,tf ) = 0. (12)

Summing up, one can say that for any εs > 0 and the associated Mε there always exists a
piecewise control function v(·) ∈ U from Theorem 3 such that the trajectory xv(·) of (1)
generated by v(·) approximates an optimal trajectory ηopt of the Gamkrelidze-relaxed
OCP. This qualitative observation can be formalized and extended as follows.

Theorem 4. Let the original system (1) – (3) satisfy all the assumptions of Section 1.
Consider a given accuracy εs > 0 and the corresponding number Mε ∈ N that guarantee
existence of an optimal solution (βopt

M (·), zopt
M (·)) for every (9) with M ≥ Mε, which

possesses the consistency property (10) from Theorem 2. Then, there exists a piecewise
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constant control function v(·) ∈ U such that the solution xv(·) of the original system (1)
exists on a given time interval [0, tf ] and

|J̃(v(·))− J(βopt
M (·))| ≤ εs. (13)

P r o o f . Theorem 2 yields the existence of a number εs/2 such that

|J̃(νopt(·))− J(βopt
M (·))| ≤ εs/2,

where νopt(·)) ∈ U (n+1)×Λ(n+1) is an optimal solution of the corresponding Gamkrelidze-
relaxed OCP. Using the continuity argument for the objective function J̃(·) and the result
of Theorem 3, we obtain

|J̃(v(·))− J̃(νopt(·))| ≤ εs/2.

Finally, we have

|J̃(v(·))− J(βopt
M (·))|

≤ |J̃(νopt(·))− J(βopt
M (·))|+ |J̃(v(·))− J̃(νopt(·))| ≤ εs.

The proof is completed. �

We now make some remarks related to the obtained result and a possible numerical
interpretation of Theorem 4. The structure of the original sliding mode-type and aux-
iliary quasi Gamkrelidze dynamic systems makes it possible to apply various numerical
algorithms to the OCPs (1) and (9). Theorem 4 guarantees existence of an approx-
imating optimal control strategy from a simple class of admissible piecewise constant
control strategies v(·). Those simple controls are of the open-loop type. Specific design
of such a piecewise-constant control function v(·) can be realized using the Tikhomirov
approach developed in [43] for a general class of OCPs. A Tikhomirov control sequence
with a finite number of switchings is in fact a possible realization of the control strategy
v(·) from Theorem 4. The conventional sliding mode-motivated strategy for variable
structure systems also has a piecewise structure, which is represented by the single-
or multi-valued sign functions. Apparently, a piecewise-constant control strategy v(·)
generalizes this traditional sliding mode sign-based synthesis. The reconstruction of a
suitable feedback-type function w(·, ·) can be obtained from the relation uw(t) ≡ v(t)
for every t ∈ [0, tf ]. Therefore, the resulting feedback control w(·, ·) has a piecewise
structure as well. This designed feedback control strategy does not necessarily satisfy
the ideal sliding condition σ(t, x(t)) = 0. Otherwise, the trajectory of the closed-loop
sliding mode system (1) corresponding to the control w(·, ·) possesses the quasi sliding
properties in the sense of the inequality

−εs ≤ σ(t, z(t)) ≤ εs ∀t ∈ [t̃sl, tf ],

pertinent to the auxiliary OCP (9).
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4. NUMERICAL ASPECTS

Let us now illustrate the developed approximation-based numerical approach to OCPs
(5) with an example. Consider a nonlinear system

ẋ1 = −x2
1 + x2 + x1u1

ẋ2 = x2
1 + x2u2

(14)

and the associated OCP (5) with U = [−1, 1]×[−1, 1], tf = 1, and f0(t, x, u) = 1
2‖σ(x)‖2,

σ(x) = x1 +x2. The initial conditions for (14) satisfy the relation x1(0)+x2(0) = 0 and
are assumed to be nontrivial.

The corresponding Hamiltonian system has the following form:

ṗ1 = −(−2p1x1 + p1u1 + 2p2x1) + (x1 + x2),
ṗ2 = −(p1 + p2u2) + (x1 + x2),

(15)

where H(u, x, p) = p1(−x2
1 +x2 +x1u1)+p2(x2

1 +x2u2)− 1
2 (x1 +x2)2 is the Hamiltonian

of the problem. Using the phase restriction σ(x(t)) = 0 in (5) and the non-triviality
condition for x1(0), x2(0) in (14) implies uopt

1 (t)− uopt
2 (t) = 1. The obtained condition

makes it possible to calculate the optimal feedback-type control for the OCP under
consideration. We use here the notation associated with OCP (5) (see Section 2).

Note that ẋopt
1 (t) + ẋopt

2 (t) = 0 (as shown in Figure 1). Therefore, we deal here with
an optimal sliding mode motion.

Fig. 1. Optimal sliding mode motion.

Our objective now is to represent the same optimal sliding type dynamics using the
approximating technique discussed in Section 3. In this example, we select x1(0) = 1,
x2(0) = −1. Based on the restrictions for the control function, we assign UM = Ux1

M ×Ux2
M

with Ux1
M = [−1; 1]M and Ux2

M = [−1; 1]. Thus, the auxiliary dynamic system (7) is given
as follows:

ż1(t) = −z2
1(t) + z2(t) +

M∑
k=1

βk
1 (t)z1(t)ω1

k

ż2(t) = z2
1(t) +

M∑
k=1

βk
2 (t)z2(t)ω2

k.

(16)
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Here, ω1
k ∈ Ux1

M = [−1; 1]M and ω2
k ∈ Ux2

M = [−1; 1]M . We choose M = 100 to ensure
that |ω − ωk| ≤ 10−2 for ω1, ω2 ∈ [−1;−1]. Note that the corresponding cost function
takes the form J(βM (·)) =

∫ 2

0
(z1(t) + z2(t))2 dt and, moreover, the exact sliding mode

condition σ(x) = 0 is replaced by the approximating conditions (inequalities) in (9).
The new control vector in (16) is (β1(·), β2(·))T , where

∑M
k=1 βk

j (t) = 1 for j = 1, 2,
and βk

j (t) ≥ 0 for j = 1, 2 and all k = 1, . . . ,M . We now solve the OCP (9) with
βk

1 = {0.5 + 1/n, 0, . . . , 0.5 − 1/n} and βk
2 = {1 − 1/n, 0, . . . , 1/n}, where n ∈ N, and

obtain the following results for different values of n (as shown in Figure 2).
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Fig. 2. Solutions of the equations (16) for n = 3, 5, 10, 20, 50, 100.

Evidently, the obtained simulation results demonstrate reliable convergence of the
designed approximations to the optimal sliding mode trajectories on the manifold σ(x) =
x1 + x2 = 0.

5. CONCLUDING REMARKS

In this paper, we have developed a new approach to solving OCPs corresponding to
control systems with sliding modes, which generalizes specific approximation techniques
from [10]. The proposed approach possesses general theoretic nature and can be ap-
plied to a large class of dynamic systems with discontinuous right-hand sides. For affine
systems with sliding mode-type feedback control, we have obtained some specific approx-
imating differential inclusions. These new mathematical objects constitute an analytic
extension of the conventional Filippov-like differential inclusions associated with classic
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control systems. The consistency of the proposed theoretical approach is also estab-
lished.

The methodology discussed in this paper can be applied not only to the classical slid-
ing mode dynamics but also to high-order realizations of the sliding mode-type optimal
control problems. In that case, the generic OCP needs to be extended by additional
state/derivatives constraints related to an admissible feedback control law. These re-
strictions are usually given in the following form

w(t, x) := w̃(σ(t, x), σ̇(t, x), . . . , σ(l−1)(t, x)).

Here, l ∈ N is a relative degree of the system under consideration. The resulting high-
order OCP constitutes an optimization problem, which satisfies not only the conventional
sliding mode constraint σ(t, x) = 0 but also a set of additional constrains

σ̇(t, x) = 0, . . . σ(l−1)(t, x) = 0.

The results obtained in our contribution need to be extended to effective numerically
tractable approximation schemes and computational algorithms. Finally, note that the
mathematical tools and analytic techniques used in this paper lead to a new methodology
for solving OCPs corresponding to switched and hybrid systems.
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