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The paper deals with a special case of multistage stochastic programming problems.
In particular, the paper deals with multistage stochastic programs in which a random el-
ement follows an autoregressive sequence and constraint sets correspond to the individual
probability constraints. The aim is to investigate a stability (considered with respect to a
probability measures space) and empirical estimates. To achieve new results the Wasser-
stein metric determined by L1 norm and results of multiobjective optimization theory are
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1. INTRODUCTION

It is well-known that multistage stochastic programming problems has been em-
ployed to determine optimal (or at least acceptable) solution in many applications.
Let us recall some of them: Financial problems (see e. g. [3, 7]), melt control prob-
lem (see e. g. [3, 4]), power-station planning (see e. g. [23]), power scheduling and
hydro-termal system control (see e. g. [24]), energy problems (see e. g. [31]), trans-
portation and logistics problems (see e. g. [25]), unemployment problem (see e. g.
[5, 17]). Some others problems can be found e. g. in [22] and [26].

From the mathematical point of view, the multistage stochastic programming
problems belong to optimization problems depending on a probability measure.
Usually, the operator of mathematical expectation appears in the objective func-
tion and, moreover, constraint set can depend on the probability measure also. The
multistage stochastic programming problems correspond to applications (with an
unneglected random element) that can be reasonably considered with respect to
some finite “discrete” (say (0, M); M ≥ 1) time interval and simultaneously there
exists a possibility to decompose them with respect to the individual time points.
Moreover, a decision, at every individual time point say k, can depend only on the
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random elements realizations and the decisions to the time point k− 1 (we say that
it must be nonanticipative).

We focus on a special case of the multistage stochastic problems. In particular
we focus on an analysis of the multistage stochastic programming problems in which
the random element follows an autoregressive sequence and the constraint sets corre-
spond to the individual probability constraints. It is known, that just a development
of many economic characteristics follows autoregressive sequences (see in the finan-
cial mathematics e. g. the development of the price of market index or the price
of bonds). From the mathematical point of view, this type of the development of
the random characteristics gives a possibility to obtain a suitable properties of the
individual “decomposed” problems.

A similar problems including also generally the Markov type of dependence have
been investigated e. g. in [13, 15, 21]. However, this paper tries to present more
detailed analysis of the problem. Moreover, the stability bounds (introduced in this
paper) can be acceptable from the numerical point of view as well as they can be
employed for empirical estimates investigation.

2. MATHEMATICAL DEFINITIONS

A few types of the multistage stochastic programming definitions are known from
the stochastic programming literature. Let us recall two well-known approaches [2]:
(M + 1)-stage (M ≥ 1) stochastic programming problem is very often introduced
as an optimization problem considered with respect to some abstract mathematical
space (say Lp space, p ≥ 1) or as a finite system of parametric (one-stage) optimiza-
tion problems with an inner type of dependence. Employing the above mentioned
second approach, we introduce (M + 1)-stage stochastic programming problem as
the problem:

Find ϕF (M) = inf
{

EF ξ0 g
0
F (x0, ξ0)| x0 ∈ K0

}
, (2.1)

where the function g0
F (x0, z0) is defined recursively

gkF (x̄k, z̄k) = inf
{

E
F ξk+1|ξ̄k=z̄k g

k+1
F (x̄k+1, ξ̄k+1) |xk+1 ∈ Kk+1

F (x̄k, z̄k)
}
,

k = 0, 1, . . . ,M − 1,

gMF (x̄M , z̄M ) := gM0 (x̄M , z̄M ), K0 := X0.

(2.2)
ξj := ξj(ω), j = 0, 1, . . . ,M denotes an s-dimensional random vector defined on
a probability space (Ω, S, P ); F ξ

j

(zj), zj ∈ Rs, j = 0, 1 . . . ,M the distribution
function of the ξj and F ξ

k|ξ̄k−1
(zk|z̄k−1), zk ∈ Rs, z̄k−1 ∈ R(k−1)s, k = 1, . . . ,

M the conditional distribution function (ξk conditioned by ξ̄k−1); PF ξj , PF ξk+1|ξ̄k ,
j = 0, 1, . . . ,M, k = 0, 1, . . .M − 1 the corresponding probability measures; Zj :=
ZF ξj ⊂ Rs, j = 0, 1, . . . ,M the support of the probability measure PF ξj . Further-
more, the symbol gM0 (x̄M , z̄M ) denotes a continuous function defined on Rn(M+1)×
Rs(M+1); Xk ⊂ Rn, k = 0, 1, . . . ,M is a nonempty compact set; the symbol
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Kk+1
F (x̄k, z̄k) := Kk+1

F ξk+1|ξ̄k (x̄k, z̄k), k = 0, 1, . . .M−1 denotes a multifunction map-
ping Rn(k+1) × Rs(k+1) into the space of subsets of Rn. ξ̄k(:= ξ̄k(ω)) = [ξ0, . . . ξk];
z̄k = [z0, . . . zk], zj ∈ Rs; x̄k = [x0, . . . xk], xj ∈ Rn; X̄k = X0 × X1 . . . × Xk;
Z̄k := Z̄kF = ZF ξ0 ×ZF ξ1 . . .×ZF ξk , j = 0, 1, . . . , k, k = 0, 1, . . .M. Symbols EF ξ0 ,
E
F ξk+1|ξ̄k=z̄k , k = 0, 1, . . .M − 1 denote the operators of mathematical expectation

corresponding to F ξ
0
, F ξ

k+1|ξ̄k=z̄k , k = 0, . . .M − 1.
Evidently, the multistage stochastic programming problem (2.1), (2.2) depends

essentially on a system of (generally) conditional distribution functions

F = {F ξ0
(z0), F ξ

k|ξ̄k−1
(zk|z̄k−1), k = 1, . . .M}. (2.3)

Consequently, if we replace F by another system G

G = {Gξ0
(z0), Gξ

k|ξ̄k−1
(zk|z̄k−1), k = 1, . . .M}, (2.4)

we obtain another multistage stochastic programming problem with the optimal
value denoted by ϕG(M). The aim of the paper will be, first, to investigate their
relationship by the value

|ϕF (M)− ϕG(M)|.
Furthermore, the achieved results will be employed for the investigation of empirical
estimates ϕFN (M) of ϕF (M). In particular, we shall try to investigate the proba-
bility properties of the value

|ϕF (M)− ϕFN (M)|

for the case when the system F is replaced by the corresponding system of empirical
distribution functions.

To obtain new results we restrict our consideration to the special case when the
following assumptions (mentioned already above) are fulfilled:

A.1 {ξk}∞k=−∞ follows a (generally) nonlinear autoregressive sequence

ξk = H(ξk−1) + εk, (2.5)

where ξ0, εk, k = 1, 2, . . . are stochastically independent; εk, k = 1, . . . iden-
tically distributed. H := (H1, . . .Hs) is a Lipschitz vector function defined on
Rs. We denote the distribution function corresponding to ε1 = (ε1

1, . . . ε
1
s) by

the symbol F ε and suppose the realization ξ0 to be known,

A.2 there exist functions fk+1
i, j , i = 1, . . . s, j = 1, . . . k+ 1, k = 0, . . .M −1 defined

on Rn and αi ∈ (0, 1), i = 1, . . . s, ᾱ = (α1, . . . αs) such that

Kk+1
F (x̄k, z̄k) (:= Kk+1

F (x̄k, z̄k; ᾱ))

=
s⋂

i=1



x

k+1 ∈ Xk+1 : P
F ξk+1|ξ̄k=z̄k




k+1∑

j=1

fk+1
i, j (xj) ≤ ξk+1

i



 ≥ αi



 ,

ξk+1 = (ξk+1
1 , . . . ξk+1

s ).

(2.6)
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Under the assumption A.1 the system F is determined by F ξ
0

and F ε. Conse-
quently, if we replace these two probability distribution functions by another Gξ

0

and Gε we obtain also another system G.

Remark. Evidently, we consider special types of “underlying” problems with a
random element. In particular, we consider the problems in which the random
coefficients can appear only on the right hand sides of the constraints and in the
objective function.

3. PROBLEM ANALYSIS

Evidently, the problem (2.1) is a “classical” one-stage stochastic programming prob-
lem, the problems (2.2) are (generally) parametric one-stage stochastic program-
ming problems. Moreover, these problems are mostly parametric recourse problems.
Consequently, to be the multistage stochastic programming problem (2.1), (2.2) well
defined it is necessary to be finite a.s. the optimal values of the inner problems (2.2).
Of course, to this end, it is necessary to be “individual” constraint sets nonempty
a.s. There are well known (from the stochastic programming literature) sufficient
assumptions guaranteeing property in the linear case (fixed complete recourse ma-
trices) or generally relatively complete recourse constraints (for more details see [1]).
In this contribution we try to extend the sufficient assumptions guaranteeing this
property. To this end we employ the approach introduced in [19], where a linear
case example (of recourse problem) is introduced in which the matrix is not com-
plete recourse, however evidently our conditions are fulfilled. There achieved results
are based on the theory of the multiobjective deterministic optimization (see e. g.
[6, 8]). This approach can be very suitable, especially, in a linear case. Namely
there a modified simplex algorithm (for linear parametric programming) can be em-
ployed to verify that constraint set is nonempty. In a general case a parametric
convex programming algorithms have to be employed; an approximate approach
based on Lipschitz property of the corresponding “weight” function (and bounded
assumption) can be also employed (for more details see Lemma 1). Evidently, then
the fulfilling of the constraints with probability α′ very “near” to α can be guaran-
teed. Moreover, this approach together with assumptions A.1, A.2 can guarantee
the existence of finite individual objective functions.

To analyze the properties of Kk+1
F (x̄k, z̄k), k = 0, . . .M − 1 let us, first, consider

“deterministic” constraint sets corresponding to the assumption A.3:

A.3 there exist continuous functions fk+1
i (xk+1), hi(x̄k, z̄k),

i = 1, . . . s, k = 0, . . .M − 1 defined on Xk+1 and X̄k × Z̄k such that

Kk+1
F (x̄k, z̄k) := Kk+1(x̄k, z̄k)

=
{
xk+1 ∈ Xk+1 : fk+1

i (xk+1) ≤ hk+1
i (x̄k, z̄k), i = 1, . . . s

}
, (3.1)

x̄k ∈ X̄k, z̄k ∈ Z̄k.
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Evidently, it is easy to see that under the assumption A.3 (for k = 0, . . .M − 1) the
following implications is valid.

Kk+1(x̄k, z̄k) is nonempty for x̄k ∈ X̄k, z̄k ∈ Z̄k
=⇒ Kk+1(x̄k(1), z̄k(1)) is nonempty for every x̄k(1) ∈ X̄k, z̄k(1) ∈ Z̄k

such that hi(x̄k, z̄k) ≤ hi(x̄k(1), z̄k(1)), i = 1, . . . s.

Moreover, it follows from the multiobjective optimization theory that if X̄k, Z̄k are
compact sets and Kk+1

E (x̄k, zk) denotes the set of efficient points of the multiobjec-
tive problem:

Find

minhk+1
i (x̄k, z̄k), i = 1, . . . s subject to x̄k ∈ X̄k, zk ∈ Zk, (3.2)

then

Kk+1(x̄k, z̄k) is nonempty for (x̄k, zk) ∈ Kk+1
E (x̄k, zk)

=⇒ Kk+1(x̄k, z̄k) is nonempty for x̄k ∈ X̄k, z̄k ∈ Z̄k.
(3.3)

(For the definition of the efficient points see e. g. [6] or the Section 4.)
Let us now return to the case corresponding to the assumptions A.1, A.2.

Evidently, if we define quantiles k
F
ξk+1|ξ̄k=z̄k
i

(αi), kF εi (αi), αi ∈ (0, 1), i = 1, . . . , s,

k = 0, 1, . . . ,M − 1 by

k
F
ξk+1|ξ̄k=z̄k
i

(αi) = sup
zk+1
i ∈R1

{
zk+1
i : P

F
ξk+1|ξ̄k=z̄k
i

{
zk+1
i ≤ ξk+1

i

}
≥ αi

}
,

kF εi (αi) = sup
zi∈R1

{
zi : PF εi {zi ≤ εi} ≥ αi

}
,

then under the assumptions A.1, A.2 we can obtain

kF εi (αi) = k
F
ξk+1|ξ̄k=z̄k
i

(αi)−Hi(zk).

(Symbols F ξ
k+1|ξ̄k=z̄k

i , F εi , i = 1, . . . s denote one-dimensional marginal distribution
functions corresponding to F ξ

k+1|ξ̄k=z̄k and F ε, z̄k ∈ Z̄k.)
According to the last relation we can (under the assumptions A.1, A.2) obtain that

Kk+1
F (x̄k, z̄k) =

s⋂

i=1



x

k+1 ∈ Xk+1 :
k+1∑

j=1

fk+1
i, j (xj) ≤ k

F
ξk+1|ξk=zk
i

(αi)





=
s⋂

i=1



x

k+1 ∈ Xk+1 :
k+1∑

j=1

fk+1
i, j (xj) ≤ kF εi (αi) +Hi(zk)



 .

(3.4)

Consequently, setting for ᾱ=(α1, . . . , αs), hk+1
i (x̄k, z̄k), i=1, . . . , s, k=0, . . . ,M−1

by

hk+1
i (x̄k, z̄k) := hk+1

i (x̄k, z̄k, kF εi (αi)) := kF εi (αi) +Hi(zk)−
k∑

j=1

fk+1
i, j (xj), (3.5)
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we obtain “classical deterministic nonlinear” constraint sets (3.1) in the form

Kk+1
F (x̄k, z̄k) =

s⋂

i=1

{
xk+1 ∈ Xk+1 : fk+1

i, k+1(xk+1) ≤ hk+1
i (x̄k, z̄k)

}
. (3.6)

Remark. Evidently for every k = 0, . . .M − 1,
∑k
j=1 f

k+1
i, j (xj) can be replaced by

some continuous function fk+1
i (x̄k) defined on X̄k.

4. SOME DEFINITIONS AND AUXILIARY ASSERTIONS

4.1. Multiobjective deterministic optimization

A multiobjective deterministic optimization problem can be introduced as the prob-
lem:

Find
minh∗i (v), i = 1, . . . s subject to v ∈ K. (4.1)

h∗i , i = 1, . . . s are functions defined on Rn1 , K ⊂ Rn1 is a nonempty set.

Definition 1. (Geoffrion [8]) The vector v∗ is an efficient solution of the problem
(4.1) if and only if v∗ ∈ K and if there exists no v ∈ K such that h∗i (v) ≤ h∗i (v∗) for
i = 1, . . . s and such that for at least one i0 one has h∗i0(v) < h∗i0(v∗). We denote the
set of efficient points of the problem (4.1) by the symbol KE .

First, let us consider a special case when

i.1 there exist deterministic vectors di ∈ Rn1 , di := di(1 × n1), i = 1, . . . s, such
that h∗i (v) = div, i = 1, . . . s, v ∈ K, v := v (n1 × 1),

i.2 K = {v ∈ Rn1 : Av = b, v ≥ 0}, where A := A(m̄ × n1), b := b(m̄ × 1) are a
deterministic matrix and a deterministic vector.

We recall the theorem of Issermann 1974 (for more details see e. g. [6]).

Theorem 1. Let the assumptions i.1 and i.2 be fulfilled. A feasible v∗∈K is an ef-
ficient solution of the problem (4.1) if and only if there exists a λ = (λ1, . . . , λs)∈Rs,
λi > 0, i = 1, . . . s such that

s∑

i=1

λid
iv∗ ≤

s∑

i=1

λid
iv for every v ∈ K.

Evidently, the assumptions i.1, i.2 correspond to many applications (see e. g. [32]).
However, very often the assumption of the linear constraints is not fulfilled. If at
least the corresponding functions are convex ones, we can obtain (from the numerical
point of view at least approximately) also acceptable conditions determining efficient
points. To this end, first, we recall the definition of properly efficient points.
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Definition 2. (Geoffrion [8]) The vector v∗ is a properly efficient solution of the
multiobjective optimization problem (4.1) if and only if it is efficient and if there
exists a scalar M > 0 such that for each i and each v ∈ K satisfying h∗i (v) < h∗i (v

∗)
there exists at least one j such that h∗j (v

∗) < h∗j (v) and

h∗i (v
∗)− h∗i (v)

h∗j (v)− h∗j (v∗)
≤M. (4.2)

We denote the set of properly efficient points of problem (4.1) by the symbol KPE .
To recall the next auxiliary assertion we define the set Λ by the relation:

Λ =

{
λ ∈ Rs : λ = (λ1, . . . λs), λi ∈ 〈0, 1〉, i = 1, . . . s,

s∑

i=1

λi = 1

}
.

Proposition 1. (Geoffrion [8]) Let K be a convex set and let h∗i , i = 1, . . . s be
convex functions on K. Then v∗ is a properly efficient solution of problem (4.1) if
and only if v∗ is optimal in

min
v∈K

h∗, λ(v) for some λ ∈ Λ with λi > 0, i = 1, . . . , s

and h∗, λ(v) =
s∑
i=1

λih
∗
i (v).

(4.3)

If we denote by the symbols h∗(KE), h∗(KPE) ⊂ Rs the image of KE , KPE ⊂ Rn1

obtained by the vector function h∗ = (h∗1, . . . h
∗
s), then the implication

K closed and convex, h∗i , i = 1, . . . s continuous and convex on K
=⇒ h∗(KPE) ⊂ h∗(KE) ⊂ h̄∗(KPE)

(4.4)

has been recalled in [8]. The symbol h̄∗(KPE) denotes a closure of h∗(KPE).
Proposition 1 and the relation (4.4) are very suitable for a determination (or at

least “estimation”) of efficient and properly efficient points as well as their function
value. However, to this end it is necessary to be K a convex set and h∗i , i = 1, . . . s
convex functions. If these assumptions are not fulfilled, then corresponding condi-
tions are more complicated (for more details see e. g. [6]).

Completed this part, we recall an auxiliary assertion that can be very easy proven.

Lemma 1. Let K ⊂ Rn1 be a nonempty set, h∗i , i = 1, . . . , s be functions defined
on Rn1 . Let, moreover, the function h∗, λ be defined by the relation (4.3). We obtain.

1. If h∗i , i = 1, . . . , s are Lipschitz functions on K with the Lipschitz constants L̄i,
then h∗, λ, λ ∈ Λ is a Lipschitz function on K with a Lipschitz constant not
greater then

∑s
i=1 L̄i.

2. If h∗i , i = 1, . . . , s are bounded functions on K, (|h∗i (v)| ≤ M̄, v ∈ K,
i = 1, . . . , s, M̄ > 0), then for every v, h∗, λ is a Lipschitz function on Λ with
a Lipschitz constant not greater then sM̄.
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4.2. One-stage stochastic programming problems

To recall results achieved for one-stage stochastic programming problem let ḡ0(x, z)
be a function defined on Rn×Rs, ξ (:= ξ(ω)) = [ξ1, . . . , ξs], η (:= η(ω)) = [η1, . . . , ηs]
be s-dimensional random vectors defined on (Ω,S, P ). We denote by F, G; PF , PG;
ZF , ZG the distribution functions, probability measures and probability measures
supports corresponding to ξ and η; by Fi, Gi, i = 1, . . . , s one-dimensional marginal
distribution functions corresponding to F and G. Let, moreover X ⊂ Rn be a
nonempty (“deterministic”) set, XF , XG ⊂ Rn be nonempty sets depending gener-
ally on F and G.

A rather general “classical” one-stage stochastic programming problem can be
introduced in the form:

Find
ϕ(F ) = inf{EF ḡ0(x, ξ) |x ∈ XF }. (4.5)

To recall the definition of the Wasserstein metric dsW1
, let

M·(Rs) =
{
ν ∈ P(Rs) :

∫

Rs
‖z‖ ν(dz) <∞

}
,

where P(Rs) denotes the set of all Borel probability measures on Rs, s ≥ 1, ‖ · ‖
denotes a “suitable” norm in Rs. We denote by ‖·‖is, i = 1, 2 the norm corresponding
to the space Li, i = 1, 2 in Rs. If the Wasserstein metric is determined by ‖ · ‖1s,
then we denote M·(Rs) := M1(Rs) and it is possible to employ the approach of
[30]. The following assertion has been proven in [16].

Proposition 2. (Kaňková and Houda [16]) Let PF , PG ∈ M1(Rs). If for every
x ∈ X, ḡ0 is a Lipschitz (with respect to L1 norm) function of z ∈ Rs, z = (z1, . . . zs),
the Lipschitz constant L is not depending on x ∈ X. If, moreover, for every x ∈ X
a finite EF ḡ0(x, ξ), EGḡ0(x, η) exist, then

|EF ḡ0(x, ξ)− EGḡ0(x, η)| ≤ L

s∑

i=1

∫ +∞

−∞
|Fi(zi)−Gi(zi)| dzi for x ∈ X.

The following lemma follows from the triangular inequality.

Lemma 2. Let XF , XG, X ⊂ Rn be nonempty, compact sets, ḡ0 be a uniformly
continuous function defined on X ×Rs; XF , XG ⊂ X. If, moreover, for every x ∈ X
a finite EF ḡ0(x, ξ), EGḡ0(x, η) exist, then

∣∣∣∣ inf
x∈XF

EF ḡ0(x, ξ)− inf
x∈XG

EGḡ0(x, η)
∣∣∣∣

≤
∣∣∣∣ inf
x∈XF

EF ḡ0(x, ξ)− inf
x∈XF

EGḡ0(x, η)
∣∣∣∣ +

∣∣∣∣ inf
x∈XF

EGḡ0(x, η)− inf
x∈XG

EGḡ0(x, η)
∣∣∣∣ .

Evidently, the assertion of Proposition 2 can be employed for the investigation
of empirical estimates. To this end, let FN denote empirical distribution function
determined by random sample {ξi}Ni=1 corresponding to the distribution function F.
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Proposition 3. (Kaňková [20]) Let t > 0, PF ∈M1(Rs), {ξi}∞i=1 be an indepen-
dent sequence of s-dimensional random vectors with a common distribution function
F. If

1. FN is determined by {ξi}Ni=1, N = 1, 2, . . . ,

2. PFi , i = 1, . . . s are absolutely continuous with respect to the Lebesgue measure
on R1 (we denote by fi the probability densities corresponding to Fi),

3. there exist constants C1, C2 > 0 and T > 0 such that

fi(zi) ≤ C1 exp{−C2|zi|} for zi ∈ (−∞, −T ) ∪ (T, ∞), i = 1, . . . s,

then for i ∈ {1, . . . s}, t > 0 and β ∈ (0, 1
2 ) it holds that

P

{
Nβ

∫ ∞

−∞
|Fi(zi)− FNi (zi)| dzi > t

}
−→

(N→∞)
0.

To introduce the next implication we assume:

A.4 there exist constants ϑi, i = 1, . . . s and a surroundings Ui(kFi (αi)) of kFi(αi)
such that fi(zi) > ϑi for zi ∈ Ui(kFi(αi)),
kFi(αi) = sup

zi∈R1
{zi : PFi{zi ≤ ξi} ≥ αi} .

The following implication follows (for i = i, . . . s) from results presented in [29]:

A.4 =⇒ P{Nβ |kFi(αi)− kFNi (αi)| > t} −→
(N→∞)

0

for every t > 0, β ∈ (0, 1
2 ).

(4.6)

5. MAIN RESULTS

Let the assumptions A.1, A.2 be fulfilled. Evidently, the system F is under the
assumption A.1 determined by the distribution functions F ξ

0
and F ε. Consequently,

if we can assume that the realization ξ0 is known, then F is determined by F ε.
To introduce new results of this paper, let us first for k = 0, . . .M − 1 define

deterministic multiobjective problems:

Find

minhk+1
i (x̄k, z̄k), i = 1, . . . s subject to x̄k ∈ X̄k, z̄k ∈ Z̄k

with hk+1
i defined by (3.5).

(5.1)

If we define Gk+1, λ(x̄k, z̄k), Kk+1,Λ
F (X̄k, Z̄k), k = 0, . . .M − 1 by

Gk+1, λ(x̄k, z̄k) =
s∑

i=1

λih
k+1
i (x̄k, z̄k), x̄k ∈ X̄k, z̄k ∈ Z̄k, λ ∈ Λ, (5.2)
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Kk+1,Λ
F (X̄k, Z̄k) =

{
x̄k ∈ X̄k, z̄k ∈ Z̄k : Gk+1, λ(x̄k, z̄k)

= min{Gk+1, λ(x̄k, z̄k) : x̄k ∈ X̄k, z̄k ∈ Z̄k
for some λ ∈ Λ, λi > 0, i = 1, . . . s

} (5.3)

and Kk+1
F, h(u), u ∈ Rs by

Kk+1
F, h(u) =

{
xk+1 ∈ Xk+1 : fk+1

i, k+1(xk+1) ≤ ui, i = 1, . . . , s
}
u = (u1, . . . , us),

then evidently

Kk+1
F (x̄k, z̄k) = Kk+1

F, h(h(x̄k, z̄k)), x̄k ∈ X̄k, z̄k ∈ Z̄k.

If, furthermore,

Hk+1,Λ
F (X̄k, Z̄k) =

{
u ∈ Rs : u = (u1, . . . us), ui = hk+1

i (x̄k, z̄k),

i = 1, . . . s for some (x̄k, z̄k) ∈ Kk+1,Λ
F (X̄k, Z̄k)

}
,

(5.4)

the symbol K̄k+1,Λ
F (X̄k, Z̄k), H̄k+1,Λ

F (X̄k Z̄k) denote closures of Kk+1,Λ
F (X̄k, Z̄k),

Hk+1,Λ
F (X̄k Z̄k), then we can introduce stability results. However, first we make the

following remark.

Remark.

1. If, hi(x̄k, z̄k), i = 1, . . . s are linear functions on X̄k × Z̄k and simultaneously
X̄k, Z̄k are defined by a system of linear inequalities, then it follows from
Theorem 1 that Kk+1,Λ

F (X̄k, Z̄k) is a set of efficient points of the problem
(5.1).

2. If, hi(x̄k, z̄k), i = 1, . . . s are convex functions on convex sets, then it follows
from Proposition 1 that Kk+1,Λ

F (X̄k, Z̄k) is a set of properly efficient points of
the problem (5.1).

5.1. Stability results

Theorem 2. Let the assumptions A.1, A.2 be fulfilled, k ∈ {0, . . .M−1}, X̄k, Z̄k

be nonempty convex, closed sets. Let, moreover, F ε, Gε be two s-dimensional dis-
tribution functions determining the systems F and G, αi ∈ (0, 1), i = 1, . . . s,
ᾱ = (α1, . . . αs). If

1. there exist finite EF εε, EGεε,

2. a. Hi, i = 1, . . . s are convex, continuous Lipschitz functions on Zk,

b. fk+1
i, j , i = 1, . . . s, j = 1, . . . , k are concave, continuous Lipschitz func-

tions on X̄k,
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c. hk+1
i (x̄k, z̄k) = kF εi (αi) +Hi(zk)−

k∑
j=1

fk+1
i, j (xj), i = 1, . . . s,

3. at least one of the following assumptions holds

a. Kk+1
F, h(u) is a nonempty set for every u ∈ H̄k+1,Λ

F (X̄k, Z̄k);
H̄k+1,Λ
F (X̄k, Z̄k) is a compact set,

b. Xk, Zk, k = 1, . . . ,M are nonempty, convex, compact sets, and, more-
over, Kk+1

F, h(x̄k, z̄k) is a nonempty set for every (x̄k, z̄k) ∈ K̄k+1,Λ
F (X̄k, Z̄k),

4. gM0 (x̄M , z̄M ) is a Lipschitz function on X̄M × Z̄M ,

5. there exists a constant Ck > 0 such that for every x̄k(i) ∈ X̄k, z̄k(i) ∈ Z̄k,
i = 1, 2, hk+1 = (hk+1

1 , . . . hk+1
s ) it holds that

∆
[
Kk+1
F (x̄k(1), z̄k(1), kF ε(ᾱ)), Kk+1

F (x̄k(2), z̄k(2), kGε(ᾱ))
]

≤ Ck
∥∥hk+1(x̄k(1), z̄k(1), kF ε(ᾱ))− hk+1(x̄k(2), z̄k(2), kGε(ᾱ))

∥∥2

s
,

(kF ε(ᾱ) = (kF ε1 (α1), . . . kF εs (αs)), kGε(ᾱ) = (kGε1(α1), . . . kGεs(αs))),

then there exists constants CiW1
, CiK > 0, i = 1, . . . s such that

|ϕF (M)− ϕG(M)| (5.5)

≤
s∑

i=1

CiW1

∫

R1
|F εi (zi)−Gεi (zi)| dzi +

s∑

i=1

CiK |kF εi (αi)− kGεi (αi)|.

The proof of Theorem 2 is given in the Appendix.

Remark. It follows from the results of [9] or [11] that the assumption 5 of Theo-
rem 2 is fulfilled (of course under some additional assumptions) if e. g.

• Hi, i = 1, . . . s are Lipschitz functions on Zk, k = 1, . . .M,

• fk+1
i, j , i = 1, . . . s, j = 1, . . . k are Lipschitz functions on X̄j ,

and, moreover, one of the following situation happen: fk+1
i, k+1, i = 1, . . . s are linear,

convex or differentiable functions with the gradients fulfilling some special properties
(for more details see e. g. [9, 11]).

Theorem 2 introduces stability results under the assumptions that fk+1
i, j ,

i = 1, . . . s, j = 1, . . . k are concave functions and Hi, i = 1, . . . s convex func-
tions. Moreover, to this assertion the assumption 5 has to be verified. The situation
is more simple in the special case when the problem (5.1) is a multiobjective linear
programming problem. In this special case, the assumption 3 can be replaced by one
that can be verified by modified simplex algorithm (for more details see e. g. [6]).
To introduce the corresponding theorem we assume:

i.3 Hi, i = 1, . . . s, k = 1, . . . , M are linear functions on Z̄k,

i.4 fk+1
i, j , i = 1, . . . s, j = 1, . . . k, k = 1, . . .M − 1 are linear functions on Xj .
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Theorem 3. Let the assumptions A.1, A.2 be fulfilled, k ∈ {0, . . .M − 1},
X̄k, Z̄k be nonempty convex, closed polyhedral sets. Let, moreover, F ε, Gε be two
s-dimensional distribution functions determining the systems F and G, αi ∈ (0, 1),
i = 1, . . . s, ᾱ = (α1, . . . αs). If

1. the assumptions 1, 4 and 5 of Theorem 2 are fulfilled,

2. the assumptions i.3 and i.4 are fulfilled,

3. hk+1
i (x̄k, z̄k) = kF εi (αi) +Hi(zk)−

k∑
j=1

fk+1
i, j (xj), i = 1, . . . s,

4. Kk+1
F (x̄k, z̄k) is a nonempty set for every (x̄k, z̄k) ∈ Kk+1,Λ

F (X̄k, Z̄k),
Kk+1,Λ
F (X̄k, Z̄k) is a compact set,

then there exists constants C̄iW1
, C̄iK > 0, i = 1, . . . s such that

|ϕF (M)− ϕG(M)| (5.6)

≤
s∑

i=1

C̄iW1

∫

R1
|F εi (zi)−Gεi (zi)| dzi +

s∑

i=1

C̄iK |kF εi (αi)− kGεi (αi)|.

The proof of Theorem 3 is given in the Appendix.

Remark. If we compare the assumptions of Theorem 2 and Theorem 3 we can see
that the assumptions 2, 3 (Theorem 2) are replaced by more simple assumptions 2,
3 and 4 (Theorem 3). This assumptions can be verified by a more simple way; this
possibility is guaranteed by Theorem 1.

5.2. Empirical estimates results

To study the empirical estimates ϕFN (M), N = 1, 2, . . . of the optimal value of
ϕF (M), let {εi}∞i=1 be a sequence of independent s-dimensional random vectors
with common distribution function F ε. We denote by the symbol F εN empirical dis-
tribution function determined by {εi}Ni=1 and the corresponding marginal empirical
distribution functions by the symbols F εiN , i = 1, . . . s, N = 1, . . . . Employing the
assertions of the last subsection we can obtain.

Theorem 4. Let the assumptions A.1, A.2 be fulfilled, k ∈ {0, . . .M−1}, X̄k, Z̄k

be nonempty convex, closed sets. Let, moreover, F ε be a distribution function
determining the system F , αi ∈ (0, 1), i = 1, . . . s, ᾱ = (α1, . . . αs). If

1. the assumptions 2, 3, 4 and 5 (for kGε(ᾱ) ∈ U(kF ε(ᾱ)) ;U(kF ε(ᾱ)) a surround-
ings of kF ε(ᾱ) of Theorem 2) are fulfilled,

2. {εi}∞i=1 is a sequence of independent s-dimensional random vectors with com-
mon distribution function F ε,
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3. PF εi , i = 1, . . . s are absolutely continuous with respect to the Lebesgue mea-
sure on R1 (we denote by fεi , i = 1, . . . s the corresponding probability densi-
ties),

4. there exist constants C1, C2 > 0 and T > 0 such that

fεi (zi) ≤ C1 exp{−C2|zi|} for zi ∈ (−∞, −T ) ∪ (T, ∞), i = 1, . . . s,

5. the assumption A.4 is fulfilled,

then

P{Nβ |ϕF (M)− ϕFN (M)| > t} −→
(N→∞)

0 for β ∈ (0, 1
2 ) .

P r o o f . Since the existence of finite EF εε follows from the assumption 4, we
can see that the assertion of Theorem 4 follows from the assertions of Theorem 2,
Proposition 3 and the relation (4.6). 2

Theorem 5. Let the assumptions A.1, A.2 be fulfilled, k ∈ {0, . . .M−1}, X̄k, Z̄k

be nonempty convex, compact polyhedral sets. Let, moreover, F ε is a distribution
function determining the system F , αi ∈ (0, 1), i = 1, . . . s, ᾱ = (α1, . . . αs). If

1. the assumptions 1, 2, 3 and 4 (for kGε(ᾱ) ∈ U(kF ε(ᾱ)), ;U(kF ε(ᾱ)), a sur-
roundings of kF ε(ᾱ) of Theorem 3 are fulfilled,

2. {εi}∞i=1 is a sequence of independent s-dimensional random vectors with com-
mon distribution function F ε,

3. PF εi , i = 1, . . . s are absolutely continuous with respect to the Lebesgue mea-
sure on R1. (We denote by fεi , i = 1, . . . s the corresponding probability den-
sities),

4. there exist constants C1, C2 > 0 and T > 0 such that

fεi (zi) ≤ C1 exp{−C2|zi|} for zi ∈ (−∞, −T ) ∪ (T, ∞), i = 1, . . . s,

5. the assumption A.4 is fulfilled,

then

P{Nβ |ϕF (M)− ϕFN (M)| > t} −→
(N→∞)

0 for β ∈ (0, 1
2 ) .

P r o o f . Since the existence of finite EF εε follows from the assumption 4, we
can see that the assertion of Theorem 5 follows from assertions of Proposition 3,
Theorem 1, Theorem 3 and the relation (4.6). 2
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APPENDIX

To prove the assertions of the last section we have to deal with individual objective
functions. However, first, we prove some assertions dealing with individual constraint
sets. To this end we generalize the results of [19].

Part 1. Constraint sets

Let us for k ∈ {0, 1, . . .M−1} consider the problem (5.1). If we denote by the symbol
Kk+1
F, E(X̄k, Z̄k), Kk+1

F, PE(X̄k, Z̄k) ⊂ Rkn × Rks the sets of efficient and properly
efficient points (x̄k, z̄k) of the problem (5.1), then it follows from the relation (3.3)
that for compact sets X̄k, Z̄k

Kk+1
F (x̄k, z̄k) is a nonempty set for (x̄k, z̄k) ∈ Kk+1

F, E(X̄k, Z̄k)

=⇒ Kk+1
F (x̄k, z̄k) is a nonempty set for (x̄k, z̄k) ∈ X̄k × Z̄k.

(S.1)

Furthermore, if hk+1
i (x̄k, z̄k) are convex functions on convex sets X̄k, Z̄k, then it

follows from Proposition 1 for Gk+1, λ(x̄k, z̄k), λ ∈ Λ introduced by (5.2) that

(x̄k, z̄k) is a solution of the problem min{Gk+1, λ(x̄k, z̄k) :

x̄k ∈ X̄k, z̄k ∈ Z̄k} for some λ ∈ Λ, λi > 0, i = 1, . . . s

⇐⇒ (x̄k, z̄k) ∈ Kk+1
F, PE(X̄k, Z̄k).

(S.2)

To obtain a relationship between (S.1) and (S.2) we employ the relation (4.4). To
this end let Kk+1,Λ

F (X̄k, Z̄k) be defined by the relation (5.3) and letHk+1,Λ
F (X̄k, Z̄k)

be defined by the relation (5.4). If the assumptions of Theorem 2 are fulfilled, then
according to Proposition 1 also

Hk+1,Λ
F (X̄k Z̄k) =

{
u ∈ Rs : u = (u1, . . . us), ui = hk+1

i (x̄k, z̄k),

i = 1, . . . s for some (x̄k, z̄k) ∈ Kk+1
F, PE(X̄k, Z̄k)

}
.

(S.3)

We denote by the symbols K̄k+1,Λ
F (X̄k, Z̄k), H̄k+1,Λ

F (X̄k, Z̄k) and
K̄k+1
F, PE(X̄k, Z̄k) closures of Kk+1,Λ

F (X̄k, Z̄k), Hk+1,Λ
F (X̄k, Z̄k) and

Kk+1
F, PE(X̄k, Z̄k). Evidently, K̄k+1,Λ

F (X̄k, Z̄k) = K̄k+1
F, PE(X̄k, Z̄k) and, moreover, if

X̄k, Z̄k are compact, convex sets and hk+1
i , i = 1, . . . s continuous, convex functions

on X̄k × Z̄k, then

H̄k+1,Λ
F (X̄k, Z̄k) = {u ∈ Rs : ui = hk+1

i (x̄k, z̄k), i = 1, . . . s

for some x̄k ∈ X̄k, z̄k ∈ Z̄k; (x̄k, z̄k) ∈ K̄k+1,Λ
F (X̄k, Z̄k)}.

Consequently, if, X̄k, Z̄k are compact convex sets, hk+1
i , i = 1, . . . s convex, contin-

uous functions on X̄k × Z̄k, then

Kk+1
F (x̄k, z̄k) is a nonempty set for every (x̄k, z̄k) ∈ K̄k+1,Λ

F (X̄k, Z̄k)

=⇒ Kk+1
F (x̄k, z̄k) is a nonempty set for every x̄k ∈ X̄k, z̄k ∈ Z̄k.

(S.4)
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We have proven the following auxiliary assertion.

Proposition S.1. Let αi ∈ (0, 1), ᾱ = (α1, . . . αs). If for k ∈ {1, . . .M − 1},
1. Xj , j = 1, . . . k, Zk are nonempty convex, compact sets,

2. a. Hi, i = 1, . . . s are convex functions on Zk,

b. fk+1
i, j , i = 1, . . . s, j = 1, . . . , k are concave functions on X̄k,

c. hk+1
i (x̄k, z̄k) = kF εi (αi) +Hi(zk)−

k∑
j=1

fk+1
i, j (xj), i = 1, . . . s,

3. K̄k+1,Λ
F (X̄k, Z̄k) is a closure of Kk+1,Λ

F (X̄k, Z̄k) defined by the relation (5.3),

then

Kk+1
F (x̄k, z̄k) is a nonempty set for every (x̄k, z̄k) ∈ K̄k+1,Λ

F (X̄k, Z̄k)

=⇒ Kk+1
F (x̄k z̄k) is a nonempty set for every x̄k ∈ X̄k, z̄k ∈ Z̄k.

Evidently, the compact property of the set X̄k, Z̄k can be replaced by the compact
property of the set H̄k+1,Λ

F (X̄k, Z̄k) (defined by the relation (5.4)).

Proposition S.1 introduces sufficient assumptions under which the constraint sets
corresponding to the inner problems in (2.2) are nonempty. It can be rather com-
plicated to verify exactly the assumptions. The exception is only the linear case.

Proposition S.2. Let αi ∈ (0, 1), ᾱ = (α1, . . . αs). If for k ∈ {1, . . .M − 1},
1. Xj , j = 1, . . . k, Zk are nonempty convex, compact, polyhedral sets,

2. the assumptions i.3, i.4 are fulfilled,

then

Kk+1
F (x̄k, z̄k) is a nonempty set for every (x̄k, z̄k) ∈ Kk+1,Λ

F (X̄k, Z̄k)

=⇒ Kk+1
F (x̄k, z̄k) is a nonempty set for every x̄k ∈ X̄k, z̄k ∈ Z̄k.

P r o o f . The proof of Proposition S.2 follows immediately from the assertion of
Theorem 1. 2

Evidently, the problem:
Find

min{Gk+1, λ(x̄k, z̄k) : x̄k ∈ X̄k, z̄k ∈ Z̄k} for λ ∈ Λ, λi > 0, i = 1, . . . s

is (under the assumptions of Proposition S.2) a problem of linear parametric pro-
gramming. A modification of the well known simplex algorithm to solve this problem
can be found in [6].
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Part 2. Objective functions

First, let us generalize and modify the assertion introduced in [14].

Proposition S.3. Let the assumption A.1 be fulfilled, k ∈ {0, . . .M − 1}. If

1. PF ε is absolutely continuous with respect to the Lebesgue measure on Rs.
(We denote by fε the corresponding probability density),

2. a. gk+1
F (x̄k+1, z̄k+1) is a Lipschitz function (with respect to L2 norm)

on X̄k+1 × Z̄k+1,
b. there exists a finite EF εε,

then
E
F ξk+1|ξ̄k=z̄k g

k+1
F (x̄k+1, ξ̄k+1)

is a Lipschitz function (with respect to L2 norm) on X̄k+1 × Z̄k.

P r o o f . First, since evidently F ξ
k+1|ξ̄k=z̄k(zk+1|z̄k) = F ε(zk+1−H(zk)) we can

see that

E
F ξk+1|ξ̄k=z̄k g

k+1
F (x̄k+1, ξ̄k+1)

=
∫

Z
Fξ
k+1|ξ̄k=z̄k

gk+1
F (x̄k+1, z̄k+1) dF ξ

k+1|ξ̄k=z̄k(zk+1|z̄k)

=
∫

Z
Fξ
k+1|ξ̄k=z̄k

gk+1
F (x̄k+1, z̄k+1) fε(zk+1 −H(zk)) dzk+1

=
∫

ZFε

gk+1
F (x̄k+1, (z̄k, u+H(zk))fε(u) du, z̄k+1 = (z̄k, zk+1),

where Z
F ξk+1|ξ̄k=z̄k denotes the probability measure support corresponding to

F ξ
k+1|ξ̄k=z̄k .

Now already it follows from the assumption 2 and elementary properties of in-
tegral that gk+1

F (x̄k+1, (z̄k, u + H(zk)) is a Lipschitz function (w.r.t. L2 norm) on
X̄k+1 × Z̄k. 2

Furthermore, we recall and modify the assertion of [9] (see also [11]).

Lemma S.1. Let k ∈ {0, . . .M−1}, X̄k+1, Z̄k+1 be nonempty, compact sets. Let,
moreover, the assumption A.1 be fulfilled. If

1. the assumptions of Proposition S.3 are fulfilled.

2. Kk+1
F (x̄k, z̄k) is a multifunction mapping X̄k× Z̄k into the space of nonempty,

closed subsets of Rn such that for every x̄k(i) ∈ X̄k, z̄k(i) ∈ Z̄k, hk+1 =
(hk+1

1 , . . . , hk+1
s ) it holds for a constant Ck > 0 that

∆[Kk+1
F (x̄k(1), z̄k(1) kF ε(ᾱ)), Kk+1

F (x̄k(2), z̄k(2), kGε(ᾱ))]

≤ Ck ‖hk+1(x̄k(1), z̄k(1), kF ε(ᾱ))− hk+1(x̄k(2), z̄k(2), kF ε(ᾱ))‖2s,
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3. for every x̄k ∈ X̄k, z̄k ∈ Z̄k,

inf
{

E
F ξk+1|ξ̄k=z̄k g

k+1
F (x̄k+1, ξ̄k+1) |xk+1 ∈ Kk+1

F (x̄k, z̄k)
}
> −∞,

then gkF (x̄k, z̄k) is a Lipschitz function (with respect to L2 norm) on X̄k × Z̄k.
( ∆[·, ·] the Hausdorff distance, for the definition see e. g. [28].)

P r o o f . Since the assumptions of Proposition S.3 are fulfilled we can see that
E
F ξk+1|ξ̄k=z̄k g

k+1
F (x̄k+1, ξ̄k+1) is a Lipschitz function on X̄k+1 × Z̄k. The assertion

of Lemma 3 follows then from the assertions of [11] (Lemma 1). 2

Furthermore, it follows from the assumption 2 of Lemma 3 and the relation (3.5)
that under the assumptions A.1, A.2 for x̄k ∈ X̄k, z̄k ∈ Z̄k there exists a constant
C1 such that

∆
[
Kk+1
F (x̄k, z̄k, kF ε(ᾱ)),Kk+1

G (x̄k, z̄k, kGε(ᾱ))
]
≤ C1

s∑

i=1

∣∣kF εi (αi)− kGεi (αi)
∣∣ . (S.5)

P r o o f o f T h e o r e m 2. First, it follows from Lemma 3 that (under the
assumptions) for k = 0, . . .M − 1, gk+1

F (x̄k+1, z̄k+1) are Lipschitz functions on
X̄k+1 × Z̄k+1. Furthermore, it follows from the assertion of Proposition S.3 that
E
F ξk+1|ξ̄k=z̄k gk+1

F (x̄k+1, ξ̄k+1) is a Lipschitz function (with respect to L2 norm) on
X̄k+1 × Z̄k. However, then according to the assertions of Proposition 2 there exists
a constant Lk such that

|E
F ξk+1|ξ̄k=z̄k g

k+1
F (x̄k+1, z̄k+1)− E

Gξk+1|ξ̄k=z̄k g
k+1
F (x̄k+1, z̄k+1)|

≤ Lk
s∑
i=1

∫ +∞
−∞ |F

ξk+1|ξ̄k=z̄k

i (zk+1
i |z̄k) − G

ξk+1|ξ̄k=z̄k

i (zk+1
i |z̄k)|dzk+1

i

for x̄k+1 ∈ X̄k+1, z̄k ∈ Z̄k.

Employing the assertions of Lemma 2 and the relation (S.5) we can see that there
exist constants Ci, kW1

, Ci, kK , i = 1, . . . s such that for x̄k ∈ X̄k, z̄k ∈ Z̄k

|gkF (x̄k, z̄k)− gkG(x̄k, z̄k)|

≤
s∑
i=1

Ci, kW1

∫
R1 |F εi (zi)−Gεi (zi)|dzi +

s∑
i=1

Ci, kK |kF εi (αi)− kGεi (αi)|.
(S.6)
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and, furthermore, employing the inequality that has been proven (for x0 ∈ X0) in
[12] (see also [15])

|EF ξ0 g0
F (x0, ξ0)− EGξ0 g

0
G(x0, ξ0)|

≤ |EF ξ0 inf
x1∈K1

F (x0,ξ0)
EF ξ1|ξ0 g

1
F (x̄1, ξ̄1)

− EGξ0 inf
x1∈K1

F (x0,ξ0)
EF ξ1|ξ0 g

1
F (x̄1, ξ̄1)|

+ |EGξ0 inf
x1∈K1

F (x0,ξ0)
EF ξ1|ξ0 inf

x2∈K2
F (x̄1,ξ̄1)

EF ξ2|ξ̄1 g
2
F (x̄2, ξ̄2)

− EGξ0 inf
x1∈K1

G(x0,ξ0)
EGξ1|ξ0 inf

x2∈K2
F (x̄1,ξ̄1)

EF ξ2|ξ̄1 g
3
F (x̄2, ξ̄2)|

...
|EGξ0 inf

x1∈K1
G(x0,ξ0)

. . . . . . inf
xM−1∈KM−1

G (x̄M−2,ξ̄M−2)
EGξM−1|ξ̄M−2

inf
xM∈KMF (x̄M−1,ξ̄M−1)

EF ξM |ξ̄M−1 gMF (x̄M , ξ̄M )−

EGξ0 inf
x1∈K1

G(x0,ξ0)
. . . . . . inf

xM−1
G ∈KM−1

G (x̄M−2,ξ̄M−2)
EGξM−1|ξ̄M−2

inf
xM∈KMG (x̄M−1,ξ̄M−1)

EGξM |ξ̄M−1 gMG (x̄M , ξ̄M )|.

(S.7)

Evidently, if X̄k, Z̄k, k = 1, . . . , M − 1 are not compact sets, then we have
replace the set Kk+1,Λ

F (X̄k, Z̄k by the set Hk+1,Λ
F, h (X̄k, Z̄k and assume that the set

Hk+1,Λ
F, h (X̄k, Z̄k is a compact one. We can see that the assertion of Theorem 2 is

valid. 2

P r o o f o f T h e o r e m 3. Employing the assertion of Proposition S.2 instead
of Proposition S.1 in the complete proof of Theorem 2 we can obtain the assertion
of Theorem 3. 2

ACKNOWLEDGEMENT

This work was partially supported by the Czech Science Foundation under Grants 402/08/0107,
402/07/1113 and 402/06/1417.

(Received October 30, 2007.)

R E F E R E N C E S

[1] J. R. Birge and F. Louveuax: Introduction to Stochastic Programming. Springer,
Berlin 1997.
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[19] V. Kaňková: Stochastic programming problems with recourse via multiobjective op-
timization problems. In: Proc. 15th Internat. Scientific Conference on Mathematical
Methods in Economics and Industry (K. Cechlárová, M. Halická, V. Borbel’ová and V.
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[24] M. P. Nowak and W. Römisch: Stochastic Lagrangian relaxation applied to power
scheduling in hydro-termal system under uncertainty. Ann. Oper. Res. 100 (2000),
251–272.

[25] W. B. Powell and H. Topaloglu: Stochastic programming in transportation and logis-
tics. In: Stochastic Programming, Handbooks in Operations Research and Manage-
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