# TEXT DOCUMENT CLASSIFICATION BASED ON MIXTURE MODELS 

Jana Novovičová and Antonín Malík


#### Abstract

Finite mixture modelling of class-conditional distributions is a standard method in a statistical pattern recognition. This paper, using bag-of-words vector document representation, explores the use of the mixture of multinomial distributions as a model for class-conditional distribution for multiclass text document classification task. Experimental comparison of the proposed model and the standard Bernoulli and multinomial models as well as the model based on mixture of multivariate Bernoulli distributions was performed using Reuters-21578 and Newsgroups data sets. Preliminary experimental results indicate the effectiveness of the proposed model in a text classification problem.
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## 1. INTRODUCTION

The objective of text document classification is to assign a free document into one or more predefined classes or categories based on its contents. It is a straightforward concept from supervised pattern recognition or machine learning. It implies the existence of the training data set of pre-classified documents, a way to represent the documents, and a statistical classifier trained using the chosen representation.

An increasing number of statistical classification methods and machine learning algorithms have been explored to build automatically a classifier by learning from previously labelled documents including naive Bayes, $k$-nearest neighbor, support vector machines, neural network, decision trees, logistic regression (see e.g. [4, 7, $10,18,19,20]$ and the references therein).

In the text classification, usually a document representation using a bag-of-words approach is employed (each position in the feature vector representation corresponds to a given word). The number of potential words often exceeds the number of training documents. Feature selection is a very important step in the text classification, because irrelevant and redundant features often degrade the performance of classification algorithms both in speed and classification accuracy. Well chosen features can improve classification accuracy and reduce the amount of training documents needed
to obtain a required level of performance. Methods for feature subset selection for text document classification task use some evaluation function that is applied to a single feature. All features are independently evaluated, a score is assigned to each of them and the features are sorted according to the assigned score. Then, a predefined number of the best features is taken to form the best feature subset. Scoring of individual features can be performed using some of the measures, for instance, document frequency, term frequency, mutual information, information gain, odds ratio, $\chi^{2}$ statistic and term strength $[3,9,17]$. Recently, Novovičová and Malík in [14] proposed to use sequential forward selection methods based on improved mutual information (introduced by Battiti [1] and Kwak and Choi [6] for non-textual data) as a criterion for reducing the dimensionality of text data. These feature evaluation functions take into consideration how features work together. The performance of these evaluation functions compared to the information gain which evaluate features individually has been discussed. The experimental results using naive Bayes classificr based on multinomial model on the Reuters data set have been analyzed by the authors from various perspectives, including $F_{1}$-measure, precision and recall. Preliminary experimental results indicate the effectiveness of the proposed feature selection algorithms in a text classification problem.

Forman in [3] presents an extensive comparative study of twelve feature selection criteria for the high-dimensional domain of text classification focusing on support vector machines and two class problem. The experimental results revealed the surprising performance of a new feature selection criterion called bi-normal separation. Yang and Liu [18] have shown that support vector machines perform favorably compared to competing procedures for the text classification. However, they did not consider the Bayes classifier based on the mixture models for class-conditional probability functions.

Recently, Ueda and Saito [16] proposed new types of mixture models for multiclass and multi-labelled text categorization, and efficient algorithms for both learning and classification. The authors empirically showed that their method could significantly outperform the conventional methods (naive Bayes, $k$-nearest neighbor, support vector machines, neural network) using real World Wide Web pages.

In this paper, we approach the text classification problem by using mixture model for class-conditional probability functions, which is a standard method in statistical pattern recognition. We focus on the application of the mixture of multivariate Bernoulli distributions (Bernoulli mixture model) and on the mixture of multinomial distributions (multinomial mixture model) for the task of text document classification. Bernoulli mixture model has been investigated by Juan and Vidal in [5]. The proposed approach is a generalization of naive Bayes that tries to properly model significant class-conditional dependencies by spreading them over different class mixture components. Maximum-likelihood estimation of mixture parameters is done by using the well-known expectation-maximization (EM) algorithm. Preliminary experimental results on Reuters-21578 and Newsgroups data sets indicate the effectiveness of proposed mixture models in a text classification task; an increase in classification accuracy has been achieved.

## 2. PROBABILISTIC FRAMEWORK FOR TEXT CLASSIFICATION

We consider classification of the text document into one of $|C|$ classes from the set of classes $C=\left\{c_{1}, \ldots, c_{|C|}\right\}$ in a Bayesian learning framework with bag-of-words representation of the documents.

The framework defines a probabilistic model for the data and embodies two assumptions about the generation process [7,10]: (a) the data are produced by a mixture model, (b) there is a one to one correspondence between mixture components and classes. In this formulation, every document is the vector generated according to a probability distribution defined by a set of parameters, denoted by $\theta$. The probability distribution consists of a mixture of components $c_{j} \in C=\left\{c_{1}, \ldots, c_{|C|}\right\}$. The data generation procedure for a document $d_{i}$ can be understood as selecting a mixture component (a class) according to the mixture weights - class prior probabilities, $P\left(c_{j}\right)$, then having the corresponding mixture component generate a document according to its own parameters with class-conditional probability function $P\left(d_{i} \mid c_{j} ; \theta_{j}\right)$. The unconditional probability function of generating document $d_{i}$ independent of its class is given by

$$
\begin{equation*}
P\left(d_{i} ; \theta\right)=\sum_{j=1}^{|C|} P\left(c_{j}\right) P\left(d_{i} \mid c_{j} ; \theta_{j}\right) \tag{1}
\end{equation*}
$$

where class prior probabilities $\theta_{c_{j}}=P\left(c_{j}\right), 0 \leq \theta_{c_{j}} \leq 1, \sum_{j=1}^{|C|} \theta_{c_{j}}=1$ indicate the probabilities of selecting the different class mixture components, $P\left(d_{i} \mid c_{j} ; \theta_{j}\right)$. Clearly, $\theta=\left\{\left(\theta_{c_{j}}, \theta_{j}\right): j=1, \ldots,|C|\right\}$ is an unknown parameter set.

According to the bag-of-words representation, which ignores the order of word occurrence in a document, the document $d_{i}$ can be represented by a feature vector consisting of one feature variable $d_{i t}$ for each word $w_{t}$ in the given vocabulary $V=$ $\left\{w_{1}, \ldots, w_{|V|}\right\}$ containing $|V|$ distinct words; $t=1, \ldots,|V|$. The feature variables $d_{i t}$ can indicate either the presence or absence of the word $w_{t}$ or can indicate some measure of the frequency of the word $w_{t}$ in the document $d_{i}$.

There are two common models (we call them standard models) in the generative representation of text document (see e.g. [7]).

In the multivariate Bernoulli model based on the naive Bayes assumption (the words of the document are generated independently of the other words in the same document given the class label and furthermore, independent on its position in the document), the document is a binary vector over the space of words. Each feature variable of the document is either 0 or 1 , indicating whether word $w_{t}$ occurs at least once in the document. Each class can be represented as a multivariate Bernoulli distribution.

In the multinomial model, the document is represented by a feature vector, each feature variable is the number of times word $w_{t}$ occurs in the document. In this model each document is drawn from a multinomial distribution over the set of all words in $V$ with as many independent trials as the length of the document.

The estimate of complete set of model parameters for standard models can be found e.g. in the paper of McCallum and Nigam [7]. The authors clarify that the multinomial model has been found superior to the Bernoulli model in document classification.

## 3. FINITE MIXTURE MODELS

In a simple text document classification problem, there is a fixed, known number of classes and each class is modelled by a single component. A collection of classlabelled training data is used to estimate the class priors and class-conditional probability functions, following the conventional supervised statistical learning approach. Then a new document is classified ly maximum posterior probability.

The usage of finite mixtures for class-conditional probability functions is a useful method in pattern recognition, because mixture models are able to represent arbitrarily complex probability functions (see e.g. [8]). Mixtures are flexible enough for finding an appropriate tradeoff between model complexity and the amount of the training data available. Usually, model complexity is controlled by varying the number of mixture components while keeping the same parametric form for all components. If each class is to be modelled by more then one component, we face an unsupervised learning problem.

Although mixture models are important for continuous data, some research shows, that these models perform, with discrete data in text classification, very well too [ $5,13,16]$.

Our approach to learning on text document is based on the fact that documents in the same class are often mixtures of multiple topics. Words within the document are not independent of each other. In our mixture approach to text document classification cach class $c_{j}$ is to be modelled by $M_{j}\left(M_{j}>1\right)$ components. It means we assume that the $j$ th class-conditional probability function $P\left(d_{i} \mid c_{j} ; \theta_{j}\right)$ is modelled as a finite mixture of the $M_{j}$ probability functions with its own parameters. It can be expressed as

$$
\begin{equation*}
P\left(d_{i} \mid c_{j} ; \theta_{j}\right)=\sum_{m=1}^{\Lambda_{j}} \alpha_{j m} P_{m}\left(d_{i} \mid s_{j m} ; \theta_{j m}\right) \tag{2}
\end{equation*}
$$

Here, $M_{j}$ denotes the number of subclasses, say $s_{j m}$, in each class $c_{j}, \alpha_{j m}$ is the mixing proportion of the $m$ th model component $s_{j m}$ in class $c_{j}$, (also called "withinclass" mixing proportion), $\alpha_{j m} \geq 0, \sum_{m=1}^{\Lambda I_{j}} \alpha_{j m}=1, j=1, \ldots,|C| . P_{m}\left(d_{i} \mid s_{j m} ; \theta_{j m}\right)$ denotes the probability of the document $d_{\imath}$ in the $m$ th subclass within the class $c_{j}$. Note, that in proposed approach each class $c_{j}$ is divided into $M_{j}$ artificial subclasses $s_{j m}$. In the sequel we suppose that $M_{j}=M$ for all $j=1, \ldots,|C|$.

Substituting (2) into (1) yields the unconditional probability function $P\left(d_{i} ; \theta\right)$ in the form of the mixture of mixtures

$$
\begin{equation*}
P\left(d_{i} ; \theta\right)=\sum_{j=1}^{|C|} P\left(c_{j}\right) \sum_{m=1}^{M I} \alpha_{j m} P_{m}\left(d_{i} \mid s_{j m} ; \theta_{j m}\right) \tag{3}
\end{equation*}
$$

### 3.1. Bernoulli mixture and multinomial mixture models

Bernoulli mixture model for class-conditional probability function is a mixture of the form (2) such that each component $P_{m}\left(d_{i} \mid s_{j m} ; \theta_{j m}\right)$ has a multivariate Bernoulli probability function. Therefore, the probability function of the document given its
class is approximated by the multivariate Bernoulli mixture

$$
\begin{equation*}
P\left(d_{i} \mid c_{j} ; \theta_{j}\right)=\sum_{m=1}^{M} \alpha_{j m} \prod_{t=1}^{|V|} \theta_{t \mid j m}^{B_{i t}}\left(1-\theta_{t \mid j m}\right)^{\left(1-B_{i t}\right)} \tag{4}
\end{equation*}
$$

where $B_{i t}$ is either 0 or 1 , indicating absence or presence of the word $w_{t}$ in the document $d_{i}$. Here, associated with each subclass $s_{j m}$ is a word probability written $\theta_{t \mid j m}=P\left(w_{t} \mid s_{j m} ; \theta_{j m}\right)$ for all words in the vocabulary $|V|, 0 \leq \theta_{t \mid j m} \leq 1$. The parameter set $\theta_{j}=\left\{\left(\alpha_{j m}, \theta_{j m}\right): m=1, \ldots, M\right\}, j=1, \ldots,|C|$ with $\theta_{j m}=$ $\left(\theta_{1 \mid j m}, \ldots, \theta_{\mid V \| j m}\right)$ is unknown. The model (4) has been investigated by Juan and Vidal in [5].

We propose to use the multinomial mixture model (mixture of multinomial distributions) as a model for class-conditional probability function. It means that the probability function of the document $d_{i}$ in the $j$ th class has the form

$$
\begin{equation*}
P\left(d_{i} \mid c_{j} ; \theta_{j}\right)=\sum_{m=1}^{M} \alpha_{j m} \frac{\left|d_{i}\right|!}{\prod_{t=1}^{|V|} N_{i t}!} \prod_{t=1}^{|V|} \theta_{t \mid j m}^{N_{i t}} \tag{5}
\end{equation*}
$$

where $N_{i t}$ is the number of times word $w_{t}$ occurs in the document $d_{i},\left|d_{i}\right|$ is the length of $d_{i}, \theta_{t \mid j m}$ is the probability $P\left(w_{t} \mid s_{j m} ; \theta_{j m}\right)$ of the word $w_{t}$ in the subclass $s_{j m}$. The unknown parameter set is $\theta_{j}=\left\{\left(\alpha_{j m}, \theta_{j m}\right): m=1, \ldots, M\right\}, j=1, \ldots,|C|$ with $\theta_{j m}=\left(\theta_{1 \mid j m}, \ldots, \theta_{|V| \mid j m}\right), 0 \leq \theta_{t \mid j m} \leq 1, \sum_{t=1}^{|V|} \theta_{t \mid j m}=1$.

### 3.2. Model fitting with the EM algorithm

Let $\mathcal{D}_{j}=\left\{d_{1}, \ldots, d_{\left|\mathcal{D}_{j}\right|}\right\}$ be a set of $\left|\mathcal{D}_{j}\right|$ independent and identically distributed training documents from class $c_{j} \in C$. Our problem consists of learning a mixt'ıre model for each class from training documents that are only labelled by the class they belong to. Estimation of the parameters of class-conditional probability function $P\left(d_{i} \mid c_{j} ; \theta_{j}\right)$ given in (2), where $\theta_{j}=\left\{\left(\alpha_{j m}, \theta_{j m}\right): m=1, \ldots, M\right\}, j=1, \ldots,|C|$, is equivalent to solving the following optimization problem:

Maximize the log-likelihood function

$$
\begin{equation*}
L_{j}=\sum_{i=1}^{\left|\mathcal{D}_{j}\right|} \log \left[\sum_{m=1}^{M} \alpha_{j m} P_{m}\left(d_{i} \mid s_{j m} ; \theta_{j m}\right)\right] \tag{6}
\end{equation*}
$$

under the constraints: $\alpha_{j m} \geq 0, m=1, \ldots, M, \quad \sum_{m=1}^{M} \alpha_{j m}=1$.
We are excluding the number of class-conditional components from the estimation problem. The estimate $\hat{\theta}_{j}$ cannot be found analytically. A possible approach is the expectation-maximization (EM) algorithm which is a general framework to incomplete data problems [2]. From this point of view, an observed document $d_{i}$ can be regarded as being incomplete where the missing part is the true subclass labelling.

The EM algorithm alternates two steps: (1) E-step (an expectation step) where posterior probabilities are computed for the subclass variables, based on current estimates of the parameters, (2) M-step (maximization step) where parameters are
updated based on so called expected complete data log-likelihood which depends on the posterior probabilities computed in the E-step.

The EM algorithm for models (4) and (5) is derived in Appendix A in [12]. Starting from an initial value $\theta_{j}^{(0)}$, the $k$ th iteration is defined as follows:
E-Step: $j=1, \ldots,|C|, m=1, \ldots, M, i=1, \ldots,\left|\mathcal{D}_{j}\right|, k=0,1, \ldots$

$$
\begin{equation*}
p_{13}^{(k)}\left(s_{j m} \mid d_{i}\right)=\frac{\alpha_{j m}^{(k)} \prod_{t=1}^{|V|}\left(\theta_{t \mid j m}^{(k)}\right)^{B_{i t}}\left(1-\theta_{t \mid j m}^{(k)}\right)^{1-B_{i t}}}{\sum_{r=1}^{M} \alpha_{j r}^{(k)} \prod_{t=1}^{|V|}\left(\theta_{t \mid j r}^{(k)}\right)^{B_{i t}}\left(1-\theta_{t \mid j r}^{(k)}\right)^{1-B_{i t}}} \tag{7}
\end{equation*}
$$

in the case of Bernoulli mixture model (4) or

$$
\begin{equation*}
p_{M}^{(k)}\left(s_{j n l} \mid d_{i}\right)=\frac{\alpha_{j m}^{(k)} \prod_{t=1}^{|V|}\left(\theta_{t \mid j m}^{(k)}\right)^{N_{i t}}}{\sum_{r=1}^{M} \alpha_{j r}^{(k)} \prod_{t=1}^{|V|}\left(\theta_{t \mid j r}^{(k)}\right)^{N_{i t}}} \tag{8}
\end{equation*}
$$

in the case of multinomial mixture model (5).
M-Step: $j=1, \ldots,|C|, m=1, \ldots, M, t=1, \ldots,|V|, k=0,1, \ldots$

$$
\begin{equation*}
\alpha_{j m}^{(k+1)}=\frac{1}{\left|\mathcal{D}_{j}\right|} \sum_{i=1}^{\left|\mathcal{D}_{j}\right|} p_{B}^{(k)}\left(s_{j m} \mid d_{i}\right) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{t \mid j m}^{(k+1)}=\frac{\sum_{i=1}^{\left|\mathcal{D}_{j}\right|} B_{i t} p_{B}^{(k)}\left(s_{j m} \mid d_{i}\right)}{\sum_{i=1}^{\left|\mathcal{D}_{j}\right|} p_{B}^{(k)}\left(s_{j m} \mid d_{i}\right)} \tag{10}
\end{equation*}
$$

in the case of model (4).
For mixture model (5) we obtain

$$
\begin{equation*}
\alpha_{j m}^{(k+1)}=\frac{1}{\left|\mathcal{D}_{j}\right|} \sum_{i=1}^{\left|\mathcal{D}_{j}\right|} p_{M}^{(k)}\left(s_{j m} \mid d_{i}\right) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{t \mid j m}^{(k+1)}=\frac{\sum_{i=1}^{\left|\mathcal{D}_{j}\right|} N_{i t} p_{M}^{(k)}\left(s_{j m} \mid d_{i}\right)}{\sum_{r=1}^{|V|} \sum_{i=1}^{\left|\mathcal{D}_{j}\right|} N_{i r} p_{M}^{(k)}\left(s_{j m} \mid d_{i}\right)} . \tag{12}
\end{equation*}
$$

The class priors can be estimated as

$$
\begin{equation*}
\hat{\theta}_{c_{j}}=\frac{\left|\mathcal{D}_{j}\right|}{|\mathcal{D}|} \tag{13}
\end{equation*}
$$

where $|\mathcal{D}|=\sum_{j=1}^{|C|}\left|\mathcal{D}_{j}\right|$.
The EM algorithm produces a sequence of estimates $\left\{\theta_{j}^{(k)}, k=1,2, \ldots\right\}$ by alternatively applying E-step and M-step until some convergence criterion is met.

### 3.3. Classification

Given estimate $\hat{\theta}=\left\{\left(\hat{\theta}_{c_{\jmath}}, \hat{\theta}_{j}\right): j=1, \ldots,|C|\right\}$ of the complete set of model parameters $\theta$ of the model (1) calculated from the training documents, classification can be performed on the test document $d$ by calculating the posterior probability of each class by applying Bayes rule

$$
\begin{equation*}
P\left(c_{j} \mid d ; \hat{\theta}\right)=\frac{\hat{\theta}_{c_{j}} P\left(d \mid c_{j} ; \hat{\theta}_{j}\right)}{P(d ; \hat{\theta})}, \sum_{j=1}^{|C|} P\left(c_{j} \mid d ; \hat{\theta}\right)=1 \tag{14}
\end{equation*}
$$

and simply select the class with the highest posterior probability.

## 4. EXPERIMENTAL RESULTS

This section provides empirical evidence that the Bernoulli mixture and the multinomial mixture models perform better than the corresponding standard models.

### 4.1. Data sets

For performance evaluation, we carried out the experiments with the Rcuters-21578 data collection ${ }^{1}$ and the Newsgroups data set ${ }^{2}$.

Since the aim is classification in which each document has an exclusive category, we discarded documents with no label or with multiple labels from the Reuters data. Furthermore, the classes with less than twenty documents were removed. The resulting data set had 9159 documents with 33 document classes. After removing very short documents from the Newsgroups data, the resulting data set had 19958 documents in 20 classes.

The vocabulary was constructed by removing stop words, too infrequent words (words that had less than 3 occurrences per document) and the Porter stemming algorithm ${ }^{3}$ was used. This resulted in a vocabulary of 7425 words in the case of Reuters data and of 21951 words in the case of Newsgroups data.

We randomly split data set for each class into two-third training set and one-third testing set. We repeated this random split twenty times.

Following traditional feature selection techniques for text classification, nondiscriminative words were removed in accordance to the information gain criterion defined in [7]. It was computed from the training set for each word, and the $|V|$ most informative words were selected. Then each document was represented as a $|V|$-dimensional feature vector. As the dimension $|V|$ has an important effect in classification performance, several values of $|V|$ were considered in the experiments.

The effectiveness of the Bayes plug-in text classifier was measured by classification accuracy estimated as

$$
\text { accuracy }=\frac{N_{c}}{N_{\text {test }}} 100 \%
$$

[^0]where $N_{c}$ is the number of correctly classified documents from testing set and $N_{\text {test }}$ is the total number of documents in the testing set (percentage of the test documents that were correctly classified). The average classification accuracy has been computed over all twenty testing sets.

### 4.2. Standard models versus mixture models



Fig. 1. Classification accuracy of the standard and the mixture models on the Reuters data set.

Figure 1 shows the performance of both the standard and the mixture models for several vocabulary sizes on the Reuters data set. We can see that the multinomial model performs better than the Bernoulli model. Good behavior of the Bernoulli model is observed for dimensions equal or smaller than 400, after this point the performance of the classifier degrades with an increase in vocabulary size. Accuracy of multinomial model improves monotonically.

The Bernoulli mixture is found to be better than the Bernoulli model on average of $5 \%$. The multinomial mixture achieves the highest accuracy $94.9 \%$ and is on average $2 \%$ better than multinomial model and on average $6 \%$ better than Bernoulli
mixture. The multinomial mixture performs the best results over all vocabulary sizes, except on very small number of words (6 and 12).


Fig. 2. Classification accuracy of the standard and the mixture models on the Newsgroups data set.

Figure 2 shows the behavior of the standard and the mixture models on the Newsgroups data set. The Bernoulli mixture achieves on average $2.1 \%$ the higher accuracy than Bernoulli model. The multinomial mixture performs slightly better than the standard multinomial model (on average $0.6 \%$ ).

The number of components for each class-conditional mixture also has an important impact on performance. Good behavior was observed with three components per class for both mixture models on the Reuters data set. Six components per class were used on the Newsgroups data set.

The EM algorithm ran for each class separately. We used random initialization for parameters $\theta_{t \mid j m}$ and $\alpha_{j m}^{(0)}=1 / M$ for both Bernoulli mixture and multinomial mixture models. If the relative change in log-likelihood function is small, i. e. $\left|L_{j}^{(k+1)}-L_{j}^{(k)}\right| / L_{j}^{(k)}<\epsilon$ or the maximum number of iterations (100) is reached, we terminate the iteration process. The methods to train a classifier based on finite mixtures for class-conditional probability function are computationally more
demanding than methods based on standard models.

## 5. CONCLUSIONS AND FUTURE RESEARCH

The following conclusions are reached from this paper:

- Bernoulli mixture and multinomial mixture models have been used as classconditional models for the task of text document classification to relax the naive Bayes class-conditional independence assumption. This generalization of naive Bayes tries to properly model significant class-conditional dependencies by spreading them over different mixture components.
- An observation of the performance of Bayes classifier for text classification on Reuters-21578 and Newsgroups data sets suggests that learning methods based on Bernoulli mixture and multinomial mixture models for class-conditional probability functions of the documents performed better than the corresponding standard models.
- The multinomial mixture is promising model for class-conditional distributions in text classification task. The experimental results show that this model performs better than Bernoulli mixture model.

Many areas of future work remain. Ongoing work could include:

- Design of a new model for text document modelling based on modification of discrete distribution mixtures of factorized components to be able to solve simultaneously the problem of the optimal feature subset and the optimal number of mixture components $[11,15]$.
- Experimental comparison of Bayes classifier based on multinomial mixture model with other classifiers (c.g. support vector machines) for text document classification.
- Feature clustering as an alternative to feature selection for reducing the dimensionality of text data will be investigated.
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