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N O N - C O M M U T A T I V E RINGS OF FRACTIONS IN 
ALGEBRAICAL A P P R O A C H TO CONTROL THEORY 

J A N J E Z E K 1 

The paper describes a mathematical construction of the ring of fractions, generalized 
for non-commutative rings. This is an underlying concept for the algebraical approach to 
the control theory. 

1. INTRODUCTION 

The algebraical approach proved to be a very powerful tool for analysis and synthesis 
of control systems. It considers systems with input and output signals u, y, satisfying 
the equation 

V = Fu (1) 

or 

Ay = Bu. (2) 

Here F, A, B are some operators, acting on signals. It appears that the most impor
tant properties of operators are algebraical: they form a ring with addition (parallel 
connection) and multiplication (series connection). The properties of divisibility, 
common divisors, coprimeness etc. play a significant role. 

Moreover, a structure of two rings X ("integer") and T ("fractional") seems to 
be natural for control problems. The ring T is formed by fractions B/A for B,A G 
X. The operation of making fractions corresponds to making closed-loop systems 
F/{\ + F). Typically, X consists of polynomials (of some operator, e. g. derivative or 
delay), T of polynomial fractions. However, other selections of J are also possible, 
e. g. the ring of proper stable functions. This fractional approach proved to be very 
useful also for control synthesis, T representing all systems, X those with a required 
property (stability, dead-beat) . The approach was originated by Pernebo [7] and is 
now culminating by Vidyasagar [10]. For some systems with distributed parameters, 
still other X,T have been used [4]. 

1 The research was supported by Grant No. 275102 of the Grant Agency of Academy of Sciences 
of the Czech Republic. 
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In all the literature, the rings T,T are supposed to be commutative. The non-
commutative case of matr ix rings for multiple-input-multiple-output (MIMO) sys
tems is usually treated separately. The reason for such a limitation lies probably 
in the fact tha t time-invariant single-input-single-output (SISO) operators are com
mutative (both lumped and distributed). This is not the case of time varying oper
ators. Non-commutative are also operators for space-distributed input and output 
signals u((,t),y((,t) with 0 < £ < L. So, it seems to be useful for the system and 
control theory, to formulate the non-commutative case from its very fundaments. 

The mathematical construction of the ring of fractions in the commutative case 
goes to beginnings of mathematics, see any elementary algebra book, e. g. in great 
details [9]. The noncommutative case is due to 0 r e [6]. For some applications, the 
rings are equipped with some more operations. The rings with conjugation have been 
studied in [1], the rings with derivation have beed introduced in [8] and mentioned 
in more books, e.g. [2], [3]. 

The purpose of this paper is mainly to at tract the attention of control theorists 
to the Ore's mathematical fundaments. His results are also more elaborated here, 
to be applicable in the system and control theory: including zero divisors, allowing 
a special set T> of demoninators, showing a duality between left and right fractions, 
studying morphisms/antimorphisms and including further operations in rings. 

From the system and control theory point of view, the paper is preparatory, it 
contains a background mathematics rather than the control theory itself. It follows 
the usual mathematical way of defining new objects axiomatically and then of giving 
a construction satisfying the axioms. The proofs are omitted or the main ideas of 
them are presented only, as they are relatively straightforward. 

The structure of the paper is as follows: The well-known commutative case is 
summarized in Section 2. Then Section 3 follows this way for the non-commutative 
case. Section 4 includes further operations in the rings and constructs the fractions 
for such cases. Finally, Section 5 presents an application in the system and control 
theory. 

2. T H E COMMUTATIVE CASE 

In this paper, a ring is assumed associative, with the identity element. A mapping 
()* of rings is called the morphism if it preserves the operations 

(a + b)* = a* + b*, (3) 

(ab)* = a^b*, (4) 

1* = 1. (5) 

For non-commutative rings, ()* is called the antimorphism if 

{abf = b*a* (6) 

holds instead of (4). A subset V of the ring is called multiplicative if a, b £ V implies 
ab G T>, 1 G V. The left zero-divisor is such a tha t ex. 6 / 0 , ab = 0. The right 
zero-divisor is such a tha t ex. 6 / 0 , ba = 0. The zero-divisor is either the left or 
the right one, otherwise: the zero-nondivisor. 
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Def in i t ion 1 . Let T be a commutative ring, V C T a multiplicative set of some 
zero-nondivisors. A commutative ring T is called the ring of fractions over T, V if 
it satisfies the following axioms: 

• There is an injective morphism ( y : X —• T". A convention for simpler writing: 
the image XF will be denoted by X, its elements aF hy a. 

• Every a £ V is invertible in T\ 

• For c £ T, there exist a numerator 6 £ T and a denominator a £ V such that 
c = 6/a. 

The maximal V is the set of all zero-nondivisors in X. For such a set, T is called the 
ring of all fractions over X. 

P r o p e r t i e s . (Supposing that some T over X, V exists.) For c £ X (more precisely, 
for cF £ XF), the numerator and the denominator are 

Specially 

0 = 
1 

1 = ү-

(?) 

(8) 

'he numerator and the denominator are not unique but two possible couples, de-

, satisfy noted by 
' 6 b' ' 

а ) а> . 

' 6 " ' 6' ' 
а L а ' J ex. k,k' £ D such that bk = b'k', ak = a'k' (9) 

i.e. the both iractions can be broadened to yield the same. It can be proved that 
this relation is an equivalence. Let us show the proof of transitivity only: 

(10) 
' 6 " 

Г*J 

' b' ' ' 6' ' 
ГSS 

' b" ' 
=> 

' 6 " 
Гъl 

' b" ' 

a a a a a a 

It means: ex. k, k', /', I" £ D such that 

bk = b'k', ak = a'k', 

b'l' = b"l", a'l' = a"l". 

Multiplying (11) by /', (12) by k' we have 

bkl' = b"l"k', akl' = a"l"k' 

( П ) 

(12) 

(13) 

with kl' £ D, l"k' £ V, which proves (10). The equivalence can be alternatively 
defined 

" 6' 
. ab' = ba'. (14) 
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The operations satisfy: 

6 c 
_ + = 
a d 

bd-\- ca 

ad 
b -b 
a - ! 

a b c bc 
a d ad 

(15) 

(16) 

(17) 

Furthermore: Every b/a with b E D is invertible in T. Every b/a is a zero-divisor in 
T just if 6 is a zero-divisor in X. So, in the ring of all fractions, all zero-nondivisors 
are invertible. If J is an integrity domain (it does not contain zero-divisors), so is 
T. In such a case, the ring of all fractions over J is a field. 

T h e o r e m 1. For any commutative ring X and any multiplicative set D C X of 
zero-nondivisors, a ring of fractions over X, V exists. 

P r o o f . Consider a set of couples b E X, a E D , denoted by . Define T as 

a set of equivalence classes (9). Define the operations and the elements 0,1: 

" b ' c bd-\- ca 
a + d — ad 

" 0 " 
0 = _ 1 _ ) 

' b ' ' -b ' 
a a 

' 6 " c " bc " 
a d ad 

1 = 

(18) 

(19) 

(20) 

(21) 

(22) 

following the required properties (15), (16), (17), (8). It can be proved that the op
erations are defined properly, i.e. tha t the all resulting denominators belong to V 
and that the results do not change when b, a get replaced by equivalent b', a' or c, d 
by c', d'. It can be also proved that all axioms of a commutative ring are satisfied by 

these operations. Define the mapping () : X —> T by c 

can be proved that it is an injective morphism. For a E V, it is - = 
a 

following (7); it 

. Finally, 

for define the numerator b, the denominator a. 

T h e o r e m 2 . (The extension of morphism.) Let T be a ring of fractions over X, V, 
let T' be a ring of fractions over X', V, let ()F : X —» T, ()F : X' —> T' be injective 
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morphisms. For any morphism ()* :X—*X' such that V^ C V, there exists an 
extension morphism ()*" : T -* T' defined by 

Э 
Ф 

(23) 

i. e. the numerator and denominator of the mapped fraction are equal to the mapped 
numerator and denominator. For a £ l , it is 

(ағf = (а+f 

i.e. the diagram 

X 9 V 
ғi ïғ' 

T — • T' 

(24) 

(25) 

commutes. Furthermore, if ()* is bijective and V^ = V then ()^ is also bijective. 

P r o o f . It must be proved that ()^ is properly defined, i.e. that the result does 
not change when b, a get replaced by equivalent b', a'. The rest of the proof is 
straightforward. D 

Theorem 3. For a given commutative X with V, the ring of fractions over them 
exists uniquely up to isomorphism. 

P r o o f . Let T, T' be two rings of fractions over X, V. The identity mapping 
()' : X —> X is an isomorphism and so is its extension Q^ : T —*• T'. D 

3. THE NON-COMMUTATIVE CASE 

This section provides the procedure described in the previous setion, for a noncom-
mutative ring X. Now the construction is possible not for any multiplicative set V 
of some zero-nondivisors but something more is required. 

Definition 2. Let J be a ring. A multiplicative set V C X of some zero-nondivisors 
is called the right 0re set if it satisfies: 

• For b G X, a £ V, ex. b £ X, a £ V such that ab = ba, i.e. b, a are right 
multipliers of a, 6 to a common multiple. 

• For b G V, it is 6 G V. 

Properties. For given 6, a, the solution 6, a is not unique but two possible couples, 

denoted by 
b 
ã Ì 

b' 
à' 

, satisfy in the sense of (9), i.e. the both 

couples can be right broadened to yield the same. It can be proved that this relation 
is an equivalence even in the noncommutative case; it is called the right equivalence 
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now. Let us show the proof of transitivity only. (10) means (11), (12). Given k', I', 

ex. k', I' such that 

k'i> = l'k' (26) 

Multiplying (11) by /', (12) by k' and using (26) we have 

bkf' = b'k'P = b'l'k' = b"l"k', (27) 

aki' = a'k'P = a'l'k' = a"l"k' (28) 

with ki' E V, l"k' G D which proves (10). 

Def in i t ion 3 . Let X be a ring, V C X a right 0 r e set. A ring T is called the ring 
of right fractions over X, V if it satisfies the following axioms: 

• There is an injective morphism ()F : X —> T\ a convention like that in Defini
tion 1. 

• Every a £ V is invertible in T. 

• For c E T, there exist a right numerator b E X and a rignfc denominator a E D 
such that c = 6 a _ 1 . 

If the set of all zero-nondivisors in X is a right 0 r e set then X is called the right 0re 
ring. For such D, the ring T is called the ring of all right fractions over X. 

P r o p e r t i e s . (Supposing that some T over X, V exists.) For c E X, it is 

c = c - T - \ (29) 

specially 

0 = 0 - l - \ 1 = 1 - 1 - 1 . (30) 

The right numerator and denominator are not unique but two possible couples are 
right equivalent. The operations satisfy: 

ba'1 - f e d " 1 = (bd+cd)(ad)-1 (31) 

where a, d satisfy ad = da, 

-ba'1 = (-b)a~1, (32) 

ba'1 -cd-1 = (bc)(da)~1 (33) 

where d, c satisfy ac = cd. Furthermore: 6a" 1 is a zero-divisor in T just if b is 
a zero-divisor in X. So, in the ring of all right fractions, all zero-nondivisors are 
invertible. If J is a (non-commutative) integrity domain, so is T. In such a case, 
the ring of all right fractions over J is a (non-commutative) field. 
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T h e o r e m 4 . For any ring T and any right 0 r e set D C T, a ring of right fractions 
over T, D exists. 

P r o o f . Like the commutative case, construct T as a set of equivalence classes 
(9). Define the operations 

+ 
bd-\- ca 

ad 

where d, d satisfy ad = da, 

0 = 
O

 
i—

1 

> 

' b ' ' -b 
• 

a a 
' b ' 

a 
c 
d = 

' bc 
dã 

where a, c satisfy ac = ca, 

1 = 

(34) 

(35) 

(36) 

(37) 

(38) 

following (31), (16), (33), (30). In proving that the operations are properly defined, 
A e must prove one thing more than in the commutative case: that the results do not 
change when the solution a, a1 get replaced by equivalent a',d'. All that , together 
with proving that all axioms of ring are satisfied, is very lengthy exercise but no 
serious difficulties are met. The mapping ()F is like that in the commutative case; 

for c = , the right numerator is b, the right denominator a. • 

All what has been said can be modified for left fractions instead of right ones. 
This is a duality between the left and the right. So, the left 0re set satisfies: 

• For b ~ X, a ~ V, ex. b ~ X, a ~ D such that ba = ab, i.e. b,a are left 
multipliers of a, b to a common multiple. 

• For 6 G D , it is b "V. 

Two solutions [ b a ] and [ b' a' ] of ba = ab are left equivalent in the sense 

[ b a ] ~ [ b' a' ] ... ex. k, k' such that kb = k'b', ka = k'a' (39) 

i.e. both couples can be left broadened to yield the same. The ring of left fractions 
is defined by requiring existence of a left numerator and denominator c = a~lb. The 
operations satisfy: 

a-lb + d~lc= {da)-l{db + ac) (40) 

where a, d satisfy da = ad, and 

a-lb-d-lc = {ďa)-l(bc) (41) 
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where b, d satisfy db = bd. 
If V is both a left and a right 0re set, call it the Ore set. For it, the ring of right 

fractions is in the same time ring of left fractions, call it the ring of fractions. Then 
conversion formulae between the right numerator and denominator b, a and the left 
ones (3, a are 

ab = (3a, (42) 

solvable either for a, 0 or for b, a. In this case, the right equivalence can be inter
preted: 

ex. (3 e X, a G V such that (3a = ab, /3a' = ab' (43) 

i.e. there exists a left fraction, corresponding to the both right fractions. The left 
equivalence can be interpreted: 

[ (3 a ] ~ [ (3' a' ] ... ex. h € I , a € V such that /3a = ab, (3'a = a'b (44) 

i.e. there exists a right fraction, corresponding to the both left fractions. 
If the set of all zero-nondivisors in X is an 0re set then X is called the 0re ring. 

For such V, the ring T is called the ring of all fractions over X. 

Theorem 5. (The extension ofmorphism.) Let T be a ring of right fractions over 
X, V, let T' be a ring of right fractions over X', V, let ()F : 1 -> T, QF' : V -> T' 
be injective morphisms. For every morphism ()^ :X—>X' such that V^ C V, there 
exists an extension morphism ()^ : T —> T' defined 

(ba'1)^ = ^(a*)-1 (45) 

i.e. the right numerator and denominator of the mapped fraction are equal to the 
mapped right numerator and denominator. The properties of ()^ are as described 
in Theorem 2. 

It is easy to modify the theorem from the right fractions to the left ones. The 
definition is 

(a~lbf = {a+Ylb* (46) 

i.e. the left numerator and denominator of the mapped fraction are equal to the 
mapped left numerator and denominator. In case of (both-sided) fractions, the both 
definitions are equivalent. 

Theorem 6. (The extension of antimorphism.) Let T be a ring of right fractions 
over X, V, let T' be a ring of left fractions over X',V, let ()F : I -> T, ()F' : X' -> T' 
be injective morphisms. For every antimorphism ()^ :X—*X' such that V^ C V, 
there exists an extension antimorphism Q^ : T —* T' defined by 

(ba~lY = (a*)-1^ (47) 
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i.e. the left numerator and denominator of the mapped fraction are equal to the 
mapped right numerator and denominator. The properties of ()^ are as described 
in Theorem 2. 

It is easy to modify the theorem from the right—-deft to the left—aright. The 
definition is 

(a-Hf = ^(a*)-1 (48) 

i. e. the right numerator and denominator of the mapped fraction are equal to the 
mapped left numerator and denominator. In case of (both-sided) fractions, the both 
definitions are equivalent. 

Theorem 7. Given (non-commutative) T, V, the ring of right (left) fractions over 
them exists uniquely up to isomorphism. 

4. FURTHER OPERATIONS 

For some applications, the ring T can be equipped with further operations. The set 
V can be required to have some properties for them. It should be studied how the 
new operations can be extended from T to T. The first case of new operations is 
that of conjugation, playing an important role for LQ-optimal control problems. 

Definition 4. A ring T is called the ring with conjugation if the conjugation 
()* : T —*• T is defined satisfying the following axioms: 

( a + 6)* = a*+ 6*, (49) 

(a6)* = 6*a*, (50) 

1* = 1, (51) 

a. (52) „ * * 

The axioms (49), (50), (51) say that the conjugation is an antimorphism of the 
ring; (52) says it is bijective, the inverse being also ()*. Such a mapping is called 
the involutory anti-automorphism. The morphism/antimorphism Q* of rings with 
conjugation is defined to satisfy 

(a*)* = (a*)* . (53) 

Theorem 8. (The extension of conjugation, the commutative case.) Let T be 
a commutative ring with conjugation, V C T a multiplicative set of some zero-
nondivisors, satisfying V* = V, let T be the ring of fractions over T, V. Then T is 
also a ring with conjugation defined 

-V-4- <w 
a J a* 
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The injective morphism ()F : I —> T is also a morphism of conjugation. 

P r o o f . As the conjugation is a morphism of the commutative ring, the ex

tension of it follows from Theorem 2. It is evident that ()* is also an involutory 

automorphism. The property of ()F can be also shown. • 

T h e o r e m 9. (The extension of conjugation, the non-commutative case.) Let T be 

a ring with conjugation, D C T an 0 r e set satisfying Z>* = V, let T be the ring of 

fractions over T, D. The T is also a ring with conjugation defined 

( 6 a " 1 ) * = ( a * ) " 1 * * , (55) 

equivalently 

(a~ 1 6)* = 6*(a*)- 1 (56) 

P r o o f . As the conjugation is an antimorphism of the ring, the extension of it 

follows from Theorem 6. • 

The second case of new operations in T are the shift and the difference playing a 

role in a description of time varying systems, discrete-time. 

Def in i t ion 5. A ring T is called the ring with shift and difference if the shift 

()*> : T —* T and the difference ( ) v : T —* T are defined satisfying the following 

axioms: 

(57) 

(58) 

(59) 

(60) 

(61) 

(62) 

In addition to the "delayed" shift and difference (Y, ( ) v , the "advanced" shift and 

difference ()z, ( ) A are defined: ()z is the inverse operation to ()< and a A = (a ) z . 

All formulae remain valid if the delayed operations are systematically exchanged 

with the advanced ones. This is a duality between the delayed and the advanced. 

For the rings with shift and difference, the morphism ( )^ is defined to satisfy 

(63) 

(64) 

(а + b)< = a<+6<, 

(аbУ = a<6<, 

oc 
is bijective, 

; a + б ) v 

= a v + 6 v , 

(a6) v 

= a v 6 + a^6 v = = av6< + a 6 v 

(a<) v 

= (a v)C. 

the antimorphism to satisfy 

(«<)• = (*Ф)(, 

( a v ) * = (а*f, 

( 0<)* — (а*)*, 

( a V ) * = ~(аФҐ 

(65) 

(66) 

i.e. it changes the sign of the difference and exchanges the delayed operations with 

the advanced ones. 
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T h e o r e m 10 . (The extension of shift and difference, the commutative case.) Let 
I be a commutative ring with shift and difference, D C T a multiplicative set of 
some zero-nondivisors satisfying Df =V,VZ = V, let T be the ring of fractions over 
T, D. Then T is also a ring with shift and difference, the operations being 

±y-5 <w> 
a J a^ 
-bav bva^-b^av 

(68) aj aa^ aa^ 

ғ The injective morphism () : X —• T is also a morphism of shift and difference. 

P r o o f . As the shift is a morphism of the ring, the extension of it follows from 
Theorem 2. For the difference, it must be proved that the operation (68) is properly 
defined, i.e. the resulting denominator belongs to D, the results not changing when 
b, a get replaced by equivalent b', a'. Then the axioms (60) - (62) are proved for the 
new operations and finally the property of () . • 

T h e o r e m 11 . (The extension of shift and difference, the non-commutative case.) 
Let X be a ring with shift and difference, D C X a right/left 0 r e set satisfying 
Df = V, Vz = V, let T be the ring of right/left fractions over X, V. Then T is also 
a ring with shift and difference, the operations being for the right case 

(6a~ 1 ) f = 6 f ( a f ) " 1 (69) 

and 
( 6 a - 1 ) v = ( 6 v a - 6 a v ) ( a f a ) - 1 (70) 

where a,av satisfy aav = ava, or 

( 6 a ~ 1 ) v = (6vaC - 6f a ^ ) ( a 5 ) " 1 (71) 

where a<, a v satisfy a*>av = ava^. For the left case, they are 

(a-H^ = (a<)~H< (72) 

and . __ 
(a-H)v = (5a f ) ~ 1 ( a 6 v - a v 6 ) (73) 

where a, a v satisfy ava = aa?, or 

(a-Hf = (a~<a)-1(a~C6v - a*b<) (74) 

where a^a^ satisfy ava*> = a^av. 

The dual formulae are easily derived by replacing () f by ()z and () by () . 
The third case of new operations in X is tha t of derivation, playing a role in 

description of time-varying systems, continuous-time. It can be thought as a case of 
the shift and difference when the shift satisfies a*> = a for all a and plays no role. 
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Definition 6. A ring X is called the ring with derivation if the derivation ()p : 
X —* X is defined satisfying the following axioms 

(a + b)p = ap + bp (75) 

(ab)p = apb + abp. (76) 

The morphism of rings with derivation is defined to satisfy 

(a")* = (a*)p, (77) 

the antimorphism 
(ap)* = -(a+)p. (78) 

Theorem 12. (The extension of derivation, the commutative case.) Let X be 
a commutative ring with derivation, V C X a multiplicative set of some zero-
nondivisors, let T be a ring of fractions over X, V. Then T is also a ring with 
derivation 

6 ) ' - ^ ; C») 
()F being also a morphism of derivation. 

Theorem 13. (The extension of derivation, the non-commutative case.) Let X be 
a ring with derivation, V C X a right/left 0re set, let T be the ring of right/left 
fractions over X, V. Then T is also a ring with derivation, for the right case 

(ba~l)p = (bpa-baP)(aa)-1 (80) 

where a, aP satisfy aaP = apa. For the left case 

(a'Hy = (ha)'1 (abp - aPb) (81) 

where a, aP satisfy apa = aap. 

5. APPLICATION IN THE SYSTEM AND CONTROL THEORY 

In the system and control theory, the rings play a role as rings of operators, act
ing on signals. The signals (time functions) form a linear space over a field (real 
numbers). In the discrete-time case, the signals are two-sided sequences y(t), t = 
. . . — 2T, —T, 0, T, IT.... The ring X is that of polynomials 

a(C) = X>C* (82) 
k 

in the shift operator (": 
Cy(t) = y(t-T). (83) 
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The set V is tha t of polynomials with ao invertible, the ring T can represent impulse 
responses of causal systems, i.e. c(() = b(()/a(() can be thought as a rational 
function of a complex variable (, not having a pole in the causality point ( = 0. 
Alternatively, the difference operator V: 

V y W = fc^Ll> (84) 

can be used instead of the shift. A similar construction runs in the continuous-
time case with polynomials in the derivative operator. Other rings than those of 
polynomials can be also used as J in the system and control theory. 

For SISO systems, the rings are commutative. However, for MIMO systems with 
signal vectors and operator matrices, we have a non-commutative case. Furthermore, 
for time-varying systems, the coefficients a*; are no more constants but functions of 
time: ak(t). This implies that they do not commute with the operator (: 

a(t)( # (a(t) (85) 

as 
a(t)(y(t) = a(t)y(t-T) (86) 

is not equal to 
(a(t)y(t) = a(t-T)y(t-T). (87) 

F^re we have a non-commutativity of an origin different from that for matrices: 
for the time-varying systems, even the SISO case is non-commutative. This is why 
the non-commutative theory was elaborated here for the system and control theory 
purposes. For more details on the polynomial-like approach in time-varying systems, 
see [5]. 

(Received November 21, 1994.) 
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