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AN APPROACH FOR POLE ASSIGNMENT 
BY GAIN OUTPUT FEEDBACK 
IN SQUARE SINGULAR SYSTEMS 

A. A1LON 

This study deals with the problem of (finite) pole assignment in a linear, time-invariant, multi-
variable, singular system Ex = Ax -f Bu, with output y = Cx, via a gain output feedback of 
the form u = Ky + r that preserves the uniqueness property. It is shown that the problem 
of pole assignment in singular and regular systems are closely related from both analysis and 
synthesis points of view. The use of an appropriate transformation group enables one to apply 
the following approach: first to design a gain output feedback in a regular (rather than in a singu
lar) system, and then to incorporate the output feedback into the original singular system while 
preserving the spectra obtained in the regular system. The present approach bridges the gap 
between the relevant theory in regular and singular systems, and simplifies the mechanism for 
the evaluation of a suitable gain output feedback in a given singular system. 

1. INTRODUCTION 

The basic theory of singular systems is by now fairly well established. Various 
concepts such as controllability, stabilization, observability and duality, and pole 
assignment by state feedback, have been extended from regular system theory 
to singular systems. 

However, the problem of (finite) pole assignment by gain output feedback in 
singular systems, which is of great importance, has not received much attention. 
Since the complete state observation is not available in most practical situations, 
it is essential to find the conditions under which the system is pole-assignable with 
incomplete state measurements. To some extent, the use of an observer can provide 
an approach for assigning the closed-loop poles. In that regard [ t ] constructs an 
observer, which can measure the states of a strongly observable singular system 
in an asymptotic sense. In [2] a compensator design procedure is presented for 
strongly controllable and strongly observable singular systems, which eliminates 
impulsive modes and assigns the closed-loop poles to the specified points on the 
complex plane. Results concerning the problem of eigenstructure assignment by output 
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feedback in singular systems have been considered in [3]. However, a general solution 
of the problem of pole assignment by gain output feedback only which ensures the 
uniqueness property, i.e., closed-loop regularity, is yet unknown. 

The purpose of this study is to derive an approach for solving the problem of pole 
assignment by gain output feedback. An equivalent relation between the problem 
of pole assignment by gain output feedback in singular and regular systems has been 
established. Practically, this relation implies that the design of an admissible output 
gain feedback in a given singular system that satisfies a closed-loop regularity can be 
achieved through a design of output feedback in an appropriate regular system. 
(The use of regular system model for solving the problem of pole assignment by gain 
state feedback in singular system, has been presented by Ailon [4].) The significance 
of this approach is that well established results (Davison [5], Kimura [6], Davison 
and Wang [7]) and algorithms from the regular systems theory become useful 
tools for pole assignment by gain output feedback in singular systems. 

Consider a linear singular system 

Ex = Ax + Bu ( Ida) 

y = Cx (1.1b) 

where xeR"; ueRm; yeRp; E, A e R"x", Be R"*m; Ce RpX". We assume that the 
pair (E, A} is solvable, i.e., 

det (IE - A) * 0 , for almost all X . (1.2) 

Definition 1.1. A gain output feedback 

u = Ky + r , (1.3) 

is admissible if and only if the pair {E, A + BKC) is solvable. 

The following definitions are taken from Yip and Sincovec [8]: 

Definition 1.2. The system (1.1) is completely controllable (C-controllable) if one 
can reach any state from any initial state. 

Definition 1.3. The system (1.1) is controllable within the set of reachable states 
(R-controllable) if one can reach any state in the set of reachable states from any 
admissible initial state. 

Definition 1.4. We say that the system (1.1) is observable if and only if, for t ^ 0, 
x(t) can be computed from E, A, B, C, >>(tA) and w(tA) for any tA e [0, b], b > 0. 

Theorem 1.1. [8] a) The system (1.1) is R-controllable if and only if the augmented 
matrix [AE — AB] is of full rank, b) The system (1.1) is C-controllable if and only if 
the augmented matrices [XE — A B] and [E B] are of full rank, c) The system (1.1) 
is observable if and only if the augmented matrix [(XE — A)T CT] is of full rank. 

The following well known theorem from complex-function theory, is useful in this 
study: 
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Rouche's theorem. If f(X) and g(X) are analytic inside and on a simple closed 
curve E and if \g(X)\ < \f(X)\ on E, then/(A) + g(X) and f(X) have the same number 
of zeroes inside E. 

2. THE MAIN RESULTS 

Let Pf, Pre RnXn be regular matrices, and define 

PfEPrz = PfAPrz + PfBu ; 

y = CPrz . 

Since det (XPfEPr - (PfAPr + PfBKCPr)) = 0 o d e t (XtE - (A + BKC)) = 0, 
we may assume without loss of generality, that the matrices E, A, B, and C in (1.1) 
either have the following form 

{^•Hlo~'o} [it]> [£]• rc-c4 (") 
where n - k = rank E, I„_* e ~,("~*)x("~*) is the identity matrix, At e » (n_ ,£)X(n~k), 
A4 eRkxk,B2e RkXm, and C2 e RpXk, or they can be brought by allowed transforma
tion into this form. 

The rest of this section will be divided into two parts. In the first part (case a), 
the main results will be established for the case rank [E B] = rank [ET CT] = n. 
An extension of the results will then be presented in the second part (case b), where 
it will be assumed that (either) rank [E B] < n, and (or) rank [ET CT] < n. 

Case a: rank [E B] = rank [ET CT] = n 

We shal show first that in the present case, there is no loss of generality by assum
ing that A in (2.1) is given by 

Since 

rank [E B] = rank [ET CT] = n (2.3) 

one clearly has (observe (2.1)) 

rank B2 = rank C2 — k . (2.4) 

Hence there exist nonsingular matrices Le RmXm, Re RpXp such that 

B2L = [0 B2 J ; RC2 LС~J 
(2.5) 

where B2L e Rkxk, C2R e Rkxk are nonsingular, and we may define 

K* := B2L\-Ik - A4) C2R

X ; K* e Rkxk, (2.6a) 

which implies that 

-Ik - A4 = B2LKtC2R . (2.6b) 
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A* := P*(A + BKC)P* = P*EP* = E , (2.9) 

Next, we define K by 

K:=-[°y* (2.7a) 
where R an Lsatisfy (2.5). Clearly (2.5) and (2.7a) imply that 

B.LL-'KR-'RC, = [0 B2J ° £ J 1° ] . (2.7b) 
From (2.5), (2.6), and (2.7) we have 

B2KC2 = B2LK*C2R = - I k - A4 or B2KC2 + A4 = - / , . (2.8) 

Recalling (2A) and using (2.7) —(2.8) one gets 

A -u nrr - P 1 + B ^ c i ^ 2 + B ^ C 2 1 - \A* A*l 
A+tSKL- | ^ + ^ ^ ^ + fl2XCJ . - | ^ j _h J , 

and it is clear that there exist nonsingular matrices P* and P* such that 

A* 0" 

0 -Ik 

where E is given in (2.1). Since the pair of maps (E, A*} is solvable, (2.2) indeed 
represents the general case for the problem under consideration, as claimed. 

Assume rank (E) = n — k < 0. We define a regular system 

t = A ̂  + Brn; ^GR"- f c , us ST (2.10a) 

n = C. ; neRp, (2.10b) 

(A., Bt, C, are given by (2.1.)—(2.2)), with output feedback 

u = <Pn + r ; <PeRmXp , (2.11) 

which plays an essential role in this study. 

Definitions 2.1. The sets of zeros (listed according to multiplicity) of FfJX, <t») : = 
:= det(2/„_fc - (A, + Bi^CO) and Hfc(A,K) := det( lE - (A + BKC)) are denot
ed respectively by Q^ = (A*. A*, • ••* X*_k] and _2fc = {Al9 X2, ..., Xs], s <. n — k. 

Theorem 2.1. Consider the system (1.1) and assume that (2.3) holds, and n — k > 0. 
Suppose without loss generality that A is given by (2.2). Then the following results 
hold. 

(i) For every given (p e RmXp in (2.11) we have: 

(i. 1) If det (Ik + B2<PC2) + 0 , (2.12a) 

there exists an admissible K e RmXp such that Qk — Q^, where __(.) is the set of zeroes 
of H(,)(A, (•)) in Definition 2.1; 

(i.2) if det(/fc + B2<Z>C2) = 0 , (2.12b) 

then, for every 6 > 0 there exists an admissible matrix K(S) such that Qk{d) = 
= {Xx, X2, ..., Xn_k], with \Xt - X*\ < 3, where X* e 0$ for i = 1,2, ..., n - k , 
(counting multiplicity). 
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(ii) For every given admissible K e RmXp in (i.l), the following holds: 

(ii.l) If deg [IE — (A + BKC)] = n — k, then there exists <P such that Q^ = Qk; 

(ii.2) If 0 < deg [XE - (A + BKC)] = r < n - k, then, for every 3 > 0 there 

exists 0(d) such that Q^3) = {2.*, ..., X*, ..., X*_k} with \X* - X{\ < 5,i = \,2, ..., r. 

Proof. Part (i). 

(i.l) Consider the regular system (2.10) and let <P be a given feedback matrix 

in (2.11) for which (2.12a) holds. Using (2.1) and (2.2), one gets 

Al + BiKCi B1KC2 
A + BKC = 

B2KC1 L + B2KC2 
(2.13) 

Consider the matrix XE — (A + BKC). By observing (2.13) one concludes that 
to prove (i.l), it is sufficient to establish that there exists K e RmXp and a nonsingular 
constant matrix N e RnX" that fulfill the following two equations 

,_k - (Ai + BiKCi) - B!KC2" 

— B2KC1 Ik — B2KC2 

_.Гд /« - (Ai + B^Co 
— B2KCi 

0 
L — B7KC1 

det (Ifc - B2KC2) + 0 . 

The following form is suggected for N e R"x": 

N 
h-k N2 

0 h 
N, є (n-fc) xfc 

(2.14a) 

(2.14b) 

(2.15) 

N 

where N2 is yet unknown. Using (2.15), N and K solve (2.14a) if the following equation 

is satisfied 

" - B i K C i - B1KC21 f"-B,<t>Ci 0 

-B2KC, Ik - B2KC2J ~ \_-B2KC Ik-B2KC2 

or equivalently, the following two equations hold 

-BIKCI - N2B2KCi = - B i ^ C i 

-B1KC2 + N2(Ik - B2KC2) = 0 

It will be shown in the sequel that if N2 is given by 

N2 = BJ0C2, 

then, there exists a matrix K that fulfills (2.16) —(2.17), (provided (2.12a) holds). 
Substituting (2.18) for N2 in (2.17a) and (2.17b) respectively, one gets 

-B1KC, - Bi0C2B2KCi = - B i ^ C i 

-B iKC 2 - Bl(PC2B2KC2 = - B i # C 2 . 

Obviously, if K satisfies 

- B i K - B10C2B2K = - B i 0 , (2.20) 

(2.16) 

(2.17a) 

(2.17b) 

(2.18) 

(2.19a) 

(2.19b) 
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it satisfies both (2.19a) and( 2.19b). Further, if K satisfies 

-K - <PC,B?K = -0 (2.21) 

then, K satisfies (2.20) as well. Hence, to establish part (i.l) it is sufficient to show 
that there exists K that solves (2.21) and satisfies (2.14b). 

Define 

•*r L~'K K* = m L~lФ : = Ф* (2.22) 

where Lis given by the first equation in (2.5); [-]* e R{m-k)Xp and [']*eRkXp. 
Premultiplying (2.21) by L_1 and using (2.22) and (2.5) we have 

K* 
K* + 

Фľ 
Ф* 

C2[0 B2J 
к* 
к* 

or 
K* + 4>*C2B2LK*2 Фt 
K*2 + &*C2B2LK* = $* . 

From (2.5) and (2.22) 

B2& = B2L<P*_ . 

Hence, using (2.25), (2.24b) becomes 

(h + B2L

lB2<l>C2B2L)K* = <!>*, 

which is equivalent to 

B2L

l(h + B2<PC2) B2LK*2 = <P* , 
or to 

(h + B20C2)B2LK* = B2L0*2. 

Using (2.12a), (2.26) yields 

B2LK* =(h + B2<J>C2)-1B2L4>*2, 

and following (2.25) 

K*2=B2L

1(lk + B2^C2)-iB2<P. 

Substituting (2.27a) for K* in (2.24a) one obtains 

K*i - •?(/* " C2(Ik + B20C2y
l B2$). 

Hence (2.27) determines K* and K solves (2.21), where 

K = L 
K* 

(2.23) 

(2.24a) 

(2.24b) 

(2.25) 

(2.26) 

(2.27a) 

(2.27b) 

(2.28) 

To complete the proof of this part, it remains to show that K in (2.28) satisfies 
(2.14b). Post- and pre-multiplications of (2.21) by B2 and C2 respectively imply that 

B2KC2 + B2<2>C2B2KC2 = B2^C2 . (2.29) 
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Using (2.12a), we have from (2.29) , 

B2KC2=(lk + B2<PC2y
1 B2$C2. (2.30) 

Substracting both sides of (2.30) from Ik, one gets 

Ik - B2KC2 =Ik- (Ik + B20C2)~
l B24>C2 , 

which, after a pre-multiplication by the matrix (lk + B2<PC2), becomes 

(B2<2>C2 + Ik) (I, - B2KC2) = (B2<Z>C2 + Ik) - B20C2 = Ik . 

The last result obviously asserts that (lk — B2KC2) is nonsingular, and statement 
(i.l) follows. 

(i.2) Assume that <P in (2.11) satisfies (2.12b) and define 

0# = 0 + 8<p , (2.31) 

and the following two polynomials 

^(X) := det(XIn_k - (Ax + BX<PCX)) (2.32a) 

n.(X) := det(AI„_fc - (Ax + BX<P.CX)). (2.32b) 

Assume that TlJ^X) has q distinct eigenvalues, i.e., 

n,(x) = (x- x*0)y^ (x - x*(2)y^ ...(x- x*(q)y^, (2.33) 

where m(l) + m(2) + ... + m(q) = n - k. From (2.31) BX<P.CX = BX$CX + 
+ eBx0Cx, and hence (2.32) implies 

n.(x) = n^x) + enx(x) + s2 n2(x) + ... + sn~k nn_k(x), (2.34) 

where TI^(X) is given by (2.32a) and nt(X), i = 1,2, ..., n — k are polynomials in X. 
Since <P satisfies (2.12b), there exists a sufficiently small s* > 0 such that 

det (Ik + B2(0 + s&) C2) + 0 , Vs G (0, s*] (2.35) 

Now, let Ej be a circle defined by \Xt — X* \ = S, where X* e Q^ and 

0 < 5 < min {min {\X* - X*\: X* =(= X* e f l j ) . (2.36) 
i J 

(Thus, S > 0 is selected sufficiently small such that X* + X* implies X* <£ Vu where V-
is a delta-neighborhood of X*.) Let e. e (0, a*] be chosen such that 

|H^a)| < |e. nx(x) + s2 n2(x) + ... + enrk nn_k(x)\; VA on Ef, v r , . 
(2.37) 

With this selection of £., the functions g(X) := s.IJx(X) + e2 IJ2(X) + ... 
... + e".~k n„_k(X) and f(X) := TI^X), satisfy the condition in Rouche's theorem 
with respect to all of the contours E,, i.e., \f(X)\ < \g(X)\ at each point X on E;, 
for every rt. Therefore H^(A) = f(X) and TT.(X) = f(X) + g(X) have the same number 
of zeroes inside Ei5 and this is true for every E,. In addition the feedback matrix 
<p(S) = 0 + e.<P satisfies (2.12a). By recalling statement (i.l) in the teorem, there 
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exists K(d) such that Qk(d) = Q^6). Since this result holds for any sufficiently small 
5 > 0, (i.2) follows and this completes the proof of (i.2), and hence of part (i). 

Part (ii). (ii.l) Let K be a matrix such that deg [XE - (A + BKC)] = n - k. 
This implies that rank (lk — B2KC2) = k in (2.14a), i.e., Ik — B2KC2 is nonsingular. 
We present 

N2 = BtKC2(lk - B2KC2)~X . (2.38) 

For this definition of N2 (2.17b) is satisfied. It is also observed that any solution <P 
of the equation 

B.K + N2B2K = Bi<*>, (239) 

satisfies (2.17a). Substituting (2.38) for N2 (2.39) yields 

BiK + BxKC2(lk - B2KC2)
_1 B2K = Bxd> . (2.40) 

Both sides of the last equation belong to the column space of B., and thus (2.40) 
can be solved for $. By definition (note that N2 satisfies (2.17b) and <P satisfies (2.39) 
and hence (2.17a)), (2.14a) holds, and the statement of (ii.l) in the theorem follows, 

(ii. 2) Let K be a matrix for which 

0 < deg [XE - (A + BKC)] = r < n - k , (2.41) 

where E, A, B and C are given by (2.1) and (2.2). Define 

K. = K + eK . (2.42) 

From (2.1) and (2.2) 

X - * - (i-i + B.K.Ci) - B.K.C; 
— B2K.C! Ik — B2KmC2 

The rest of the proof is mainly relies on the approach presented in the proof of part 
(i.2) (see equations (2.31)—(2.37)). First it is observed that for a sufficiently small 
e* > 0 

rank (lk - B2(K + eK) C2) = k ; Ve e (0, e*] , (2.44a) 

and from (2.43) 

deg [XE - (A + B(K + eK) C)] = n - k ; Ve e (0, e*] . (2.44b) 

Next, consider the following two polynomials: 

nk(X) : = det (XE - (A + BKC)) (2.45a) 

n.(X) : = det (XE - (A + BKC)). (2.45b) 

By observing (2.42) through (2.45), one obtains 

77.(X) = Hk(X) + e n\(X) + ... + efc nk(X) (2.46) 

where Hf(A) are polynomials in X. Assume that TTk(X) has p distinct eigenvalues, i.e., 

nk(x) = (x- A^ycD (x - xm)>»™... (x _ xmy^, (IAI) 

where XtG Qk, p 52 r, and m(l) + ra(2) + ... + m(p) = r < n — k . 
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We select a sufficiently small 8 > 0 such that if V is delta-neighborhood of Xt e Qk, 
then Xt + Xj implies Xj $ Vt. Finally, a sufficiently small s. e (0, 8*] is selected such 
that g(X) := e. nx(X) + s2 H2(A) + ... + £ 11(A) and f(X) := Hfc(A) satisfy the 
condition of Rouche's theorem with respect to every contour E, of Vu i.e., \f(X)\ < 
< \g(X)\ at each point X on any selected Ft. Therefore nk(X) = f(X) and H.(A) = 
= f(X) + g(X) have the same number of zeroes inside every selected F,. In addition 
K(<>) = K + £.K satisfies (2.44b), and hence, from the proof of statement (ii.l) 
above, there exists (p(5) such that Q^S) = Ousy Recalling that m(i) is the multi
plicity of Xt e Qk, one concludes that m(i) roots of H^(5)(l) are inside E; and with 
this result part (ii) has been verified, and the theorem follows. • 

Comment 2.L So far we did not consider the case n — k = 0 (i.e., E = 0). How
ever, this is a trivial case since then, Qk = 0 (the empty set) for any admissible K. 
To be consistent with previous notations we say that in this particular case the regular 
system (2.1.0) vanishes. 

Case b: rank [E B] < n and/or rank [ET CT] < n 

Theorem 2.2. Assume rank [E B] < n and/or rank [ET CT]< n in (1.1). Suppose 
that there exists at least one K for which Qk + 0, where Qk is the set of roots of 
det (XE — (A + BKC)). Then, there exists a reduced order system: 

E'x = AV + B'w ; x G Rq, ueRm (2.48a) 

/ = CV ; y eRp (2.48b) 

(which is obtained from (1.1) by realizing a finite sequence of matrix operations), 
with the following properties: 

(i) 0 < ran [E* B'] = rank [E'T C'T] = q < n, (i.e., the matrices [[•] [•]] are 
of full rank); 

(ii) for any K, det (XE - (A + BKC)) = n det (XE' - (A* + B'KC'), n + 0 ; 
(Hi) for any admissible K, C(XE - (A + BKC))"1 B = C'(XE' - (A* + B'KC'))-1 B'. 

Proof. The proof will be by construction. 
Step 1. If rank [E B] = n, then, from the conditions of the theorem rank [ET CT] < 

< n. Without loss of generality we may assume that rank [E B] = n — r(l) > 0. 
(Note that E + 0, since otherwise Qk = 0 for any admissible K.) Let G! e Rr(1)x" be 
a maximal rank matrix subject to 

G,[EB] = 0 . 

Using (2.49), one can define a matrix G1 e 

"G1" 

Pi. 
is nonsingular, and using (2.49) 

"E1 B1 GlA 

(2.49) 

0.--(l))x- s u c h t h a t 

E,[E, B,A] = 
0, 0, GiA 

(2.50) 
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{Ll[ERitBiARilCR1} = : " £ Ó , 2 B Ó : 1 , " Í : ] > [ C » C » 3 } ( 2 - 5 2 ) 

Since the pair {E, A} is solvable, GXA in (2.50) is of full rank. Hence there exists 
anonsingular matrix Rx such that 

GjAR^fOA.,] (2.51) 

where A14 e _T (1 )x r (1 ) is nonsingular. Using (2.50)-(2.51): 

"E. 
0 

where(see(2.50))[Eu E12] := E1Rl;Exl e^ ("- r ( 1 ) ) x ("- r ( 1 ) ) ;B1 1 := Bu,[Cn Cl2]: = 
CR.; C u 6 r x ( " " r ( 1 , ) , and it is observed that rank(B) = r ank (B u ) . 

From (2.52) we have 

det (X(E - A) = rjx det (AE.. - Au) (2.53) 

where nx = det ( — A14) det (L[x) det (Rf1) + 0- Hence, solvability of the pair 
{E, A}, inplies solvability of {Eu , An}- In addition, for any given K we have using 
(2.52) 

det (AE - (A + BKC)) = 

= detfLT^detfRr1)^^11"^11^511^11) ^i2-(^i2 + *uKci2)*j 

= >7ldet(AE11 - ( A u + BUKCU)), (2.54) 

and for any admissible K 

C(AE - (A + BKC))-1 B = 

= CU(AEU + B 1 1 K C 1 1 ) - 1 B 1 1 , (2.55) 

where [*] = (AEU — ( A u + BnKCn))-1. To this end we define the following 
solvable (see (2.54)) system: 

Elxxx = Axxxx + Bxlu , xleR"'r(1) (2.56a) 

-Vi = Cn*i , yxeRp (2.56b) 

Now, ifthesetofmaps{E11,A11,B11,C11}satisfi2s condition (i), we define E' := Eu; 
A' := Au; B* := Bu, C* := Cu, q := n — r(l), and since (see (2-53) —(2.55)), 
(2.56), satisfies conditions (ii) and (iii) the process is ended. If {Eu , Au, Bu, Cu} 
does not satisfy (i) we turn to the next step. 

Step 2. Without loss of generality we may assume that rank [E u Bu] = n — 
- r(l) - r(2), r(2) > 0. Let G2eRri2)x("-r(-1)} be a maximal rank matrix subject 
to G2[EU Bu] = 0, and define a matrix c 2 e l ? ( " - r ( l | - r ( 2 , ) x ( " - r ( 1 ) ) such that 

U : = l C ;2]eW ("- r ( 1 ) ) x ( ' ,- ' ' ( 1 ) ) (2.57) 
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is nonsingular. Then, (compare with (2.50)) 

^. . .^^. . ]= [o, 2o. 2S;:]- (z58) 

Solvability of the system (2.56) implies that G2AU in (2.58) is of full rank. Therefore 
there exists a nonsingular matrix R2 such that G2A__R2 = [ 0 A 2 4 ] , where A24 e 
e ^"-(2)Xr(-) is nonsingular. Hence, 

E21 E22 B21 A21 A22 

_0 0, 0, 0 A24 
{L 2 [E U R 2 ,B 1 1 ,A U B 2 ] ,C U R 2 } = | ^ 1 - " ~2 1 ~ 2 1 ~ 2 2 | , [ c 2 1 c 2 2 ] 

(2.59) 
where (see (2.58)) [E21 E22] = E1^, E21 e ^ ( n - r ( 1 ) - r ( 2 ) ) x ( "- r ( 1 ) - r ( 2 ) ) , [C21 C22] = 
= CltR2, C21e/F?pX("-r(1)-r(2)), and rank (B21) = rank ( B u ) = rank (B). Using 
(2.59) we have det(XEu — Au) = n* det(AE21 - A21), and for any admissible K 

C11(XE11-(A11 +B11KC11))~
1B11 = 

= C21(XE21 - (A21 + B21KC21))
_1 B21 . 

Therefore one obtains, using previous arguments, the following results (see (2.53) 
through (2.55)): 

det( lE - A) = t]xdtt(XE11 - Au) = n2det(nE21 - A21), n2 + 0 , 
(2.60) 

det(AE - (A + BKC)) = n1 d r t (2E u - ( A u + BUKCU)) = 

= n2 det (AE21 - (A21 + B21KC21)), (2.61) 

C(XE - (A + BKC))'1 B = CU(1EU + BuKCu))-1 Bu = 

= C21(AE21 - (A21 + B^KC,,))"1 B21 . (2.62) 

We define now the following singular system 

E21x2 = A21x2 + B21u ; x 2 e W I - r ( 1 ) - r ( 2 ) , ueRm, (2.63a) 

j 2 = C21x2; y2cRp. (2.63b) 

which, following (2.60), is solvable with rank (B) = rank ( B u ) = rank (B21). Again, 
if the maps {E21, A21, B21, C21} satisfies condition (i), the system (2.48) is associated 
with (2.63), one has q := n — r(l) — r(2), and the process is completed. Otherwise 
we continue to step 3. 

Now, this phase of the procedure proceeds through to steps 3, 4, .... But since 
rank (B) = tank ( B u ) = rank(B21) = ..., one must have after, say, s steps, 0 fg 
^ s = n - rank (B): 

rank [Esl Bs2] = n - r(l) - r(2) - ... - r(s), (2.64) 

i.e., [Esj Bsl] is of full rank, and one obtains after s steps 

Eslxs = Aslxs + Bsl« ; xs e K»-*-)-r(2>-...-K«) ; u e Rm (2.65a) 

y* = Cslxs; yseRp. (2.65b) 
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Using previous arguments the pair of maps {Esl, Asl} is solvable, rank (B) =. 
= r a n k ( B n ) = rank(B 2 1 ) = ... = rank (B s l), and according to the previous steps 
(see (2.60)-(2.62)) 

det(AE - (A + BKC)) = ... = >/sdet(/Esl - (Asi + BslKCsl)) (2.66) 

C(IE - (A + BKC)Y' B = ... = Csl(AEsl - (A__ + BslKCsl))~l Bsl , 
(2.67) 

for any admissible K. Since [E s l Bsl] is of full rank, it remains to check whether 
or not the matrix [E]_ Cj«,] satisfies condition (i). Ff this condition is satisfied the 
process is ended with the definitions E' : = Esl; A' : = Asl; B' := Bsl; C := Csl; 
q := n — r(\) — r(2) - ... — r(s), and using (2.66) and (2.67) the statement of the 
theorem follows. 

Assume condition (i) is not fulfilled yet, i.e., 0 < rank [EJt CJ,] < n — 
— r(i) — r(2) — ... — r(s). (Note that since there exists at least one K for which 
Qk + 0, rank Esl > 0.) This leads us to the second phase of the proof which is 
'dual' to the first one. In fact we start by determining nonsingular matrices Rf and 
L* that satisfy the following (compare with (2.50) —(2.52)): 

{(L?)TEJ,(Rf)T, CJ„AJi(Rf)T],BJi(Rf)T} = 
" p T p T WT AT AT 

•^(s+lj l • c ' ( s+l)2 *-(.?+1)1 ^*(s+ 1)1 ^ < s + 1 ) . 

0 0, 0, 0 

or, equivalently 

{Rf[E s l L?,B s l ,A s l Lf], CslL?} = 
— (s+l)l 0 B(s+l)l ^ ( s + l ) l 0 

f-(s+l)2 0 ' !^(s+l)2 ^ ( s + l ) 2 / t ( s + l ) 4 _ 

Again, by applying the previous approach and noting that (2.65) is solvable, the 
following system which is derived from (2.68b), is solvable: 

A т 

л ( s + 1)4 

. [ąs+i) .ß ( s+i)2] | (2.68a) 

. [С«s+i)t0]j. (2.68b) 

Ҷ s + l ) l л ( s + l ) Ҷs + l ) l л ( s + i) + в_ s + 1 ) 1 u , (2.69a) 

^(s+i) — C(s+i)ix(s+i) • (2.69b) 

Using (2.66) — (2.68),(2.69) gains the following properties. For every K, (for reference 
consider the 'dual' forms of (2.54) —(2.55)), 

det(2E - (A + BKC)) = . . . = nsdet(AEsl - (Asl + BslKCsl)) = 

= ns+1det(XE{s+1)1 - (A ( s+1)1 + B(s+1)1KC(s+1)1)), (2.70) 

and (provided K is admissible), 

C(XE - (A + BKC))"1 B = . . . = Csl(AEsl - (Asl + B^KC^))"1 Bsl = 

= C(s+1)1(AE(s+1)1 — (A (s+1)1 + B(s+i)i^^(s+i)i) ^(s+i)i • (2-71) 

In addition, one concluded by observing (2.68) that since [Esl Bsl] if of full 
rank[E ( s + 1 ) 1 B(s+1)1] is of full rank as well. 
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Using these results, the continuation of the proof is straightforward and one finally 
obtain the following system 

E(S + v)ixs + v — A(s+V)lxs + V + B(s+1)u (2.72a) 

ya+v = C(s+V)lxs+V, (2.72b) 

where [E(s + v)lB(s + v.n] and [Ejs+v)i Cjs+v)l] satisfy 
condition (i), and 

det(sE - A) = ••• = 1sdet(AEsl - Asl) = ... 

... = r](s+v) det [XEis+v)i - A(s+V)l] , (2.73) 

i.e., the pair {E(s+V)1, A(s+v)l} is solvable. Also , 

det(XE ~(A + BKC)) = ... = nsdet(XEsl + BMlKCMl)) 

... = rj(s+v) det(XE(S+V)i - (A(s+V) + B(5+y)1KC(s+lJ)1)). (2.74) 

Finally, from (2.62), (2.67) and previous arguments we have 

C(^E - (A + BKC))'1 B = ... = Csl(XEsl - (Asl + B^KCJ)-1 BsX 

• •• = C(s+v)l(XE(s + v)1 — (A(s + v)X + B(s+v)lKC(s+v)l)) B(s + V)l . (2.75) 
By defining E' := E(s+v)l, A* := A(s+V)l, B := B(s+V){, C := C(s + v)l, x := xs+v, 
v* := s+v and q := n — r(l) — ... — r(s) — ... — r(s + v), we complete the proof. 

The following theorem concludes the results of this section: 

Theorem 2.3. Let the system (1.1) be denoted by {E, A, B, C}, and assume there 
is at least one K for which Qk + 0, where Qk is the set of roots of det (sE — (A + 
+ BKC)). Then, there existp a regular system {Itf, a, /J, y} where a < rank (E), 
that satisfies the following. For any given feedback matrix 0 in the regular system, 
either there exists an admissible feedback matrix K such that Qk = Q& or (at least), 
for any S > 0 a matrix K(<5) can be selected for which every Xt e Qk is in delta-neigh
borhood of X* e QQ. Conversely, for any admissible K either there exists & such that 
Q^ = Qk, or, for any S > 0 a feedback matrix <P(d) can be selected for which every 
Xi e Qk is in delta-neighborhood of X* e Q! where Q^(d) => Q'. 

Proof. The proof, as well as the procedure for deriving {l&, a, /i, y}, the feedback 
matrices K (in the first part of the theorem), and <P (in the second part), are directly 
obtained from Theorems 2.1, and 2.2. In particular, if rank [E B] = rank [ET CT] = 
= n, one may introduce using (2.10) 

{l„a,P,y} = {7„_„A 1 ,B 1 ,C 1 } , (2.76a) 

and for the case rank [E B] < n and/or rank [ET CT] < n 

{la,a,f$,y} = {Iq^,A\,B\,C\} (2.76b) 

where, (see (2.48)), rank(E ') = q — k', and [-]\ are obtained from A*, B\ and C* 
through equations (2.l)-(2.9) (while [•]* replaces [•] in these equations). (Note 
that it may happen that C* = 0 in (2.48). In this particular case, Theorem 2.2 simply 
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implies that (if Qk #= 0 for at least one K), E' is nonsingular, Qk is invariant under 
output feedback, and for every selected admissible K the transfer-function matrix 
of (1.1) satisfies T(X,K) = 0.) 

3. CONCLUSIONS 

Conclusion 3.1. Consider the system (l.l) and assume that rank [E B] = 
= rank [ET CT] = n, and the triplets {E, A, B} and {E, A, C} are respectively 
controllable and observable. Then, the pairs {Als Bx} and {Al5 Cx} in (2.10) are 
respectively controllable and observable. 

Proof. Since [XE — A B] is of full rank (see Theorem 1.1) for any finite X, [XE — 
- (A + BKC) B] is of full rank as well. Hence from (2.9) [XE - A* P*B] is of full 
rank, which implies (observe (2.1) and (2.9)) that [XIn-k — Ax Bx] is of full rank, 
i.e., (2.10) is controllable. By duality one can prove using similar arguments that 
[Xln-k — A\ BT] is of full rank, and hence (2.10) is observable. • 

Conclusion 3.2. Consider the system (1.1) and assume that rank [E B] < n and/or 
rank [ET CT] < n, and the triplets {E, A, B} and {E, A, C} are respectively 
controllable and observable. Then, the triplets {E\A*,B*} and {E \A \ C*} in (2.48) are 
respectively controllable and observable. 

Proof. Following the constructive proof of Theorem 2.2, one concludes that to 
establish the conclusion, it is sufficient to verify that the system (2.56) is both controll
able and observable. Since [XE — A B] is of full rank, (2.52) implies that [LX(XE — 
— A)Rj LjB] and hence [XE1X — Axx Bu] are of full rank. By duality and using 
(2.52), we deduce that since [XET - AT CT is of full rank, [XRT

X(ET - AT)LT RTCT] 
and hence [XE[X — AT

XX CT
XX

T are both of full rank. Q 

To obtain the next conclusions, we present the following notations and result 
from the study of Kimura [6]. Consider a regular system 

i = a£ + /iv ; ( e f i J , v e « m , (3.1a> 

rj = yt; neRp, , (3.1b) 

where a, /? and y, are matrices of appropriate dimensions. Let Q = {Xx, X2, .... Xg} 
be a set of a complex numbers. All numbers in Q are (i) assumed to be distrinct 
and (ii) any complex Xt is accompanied by its conjugate. The class of all sets satisfying 
these two conditions is denoted by Sa. If for any Q e Sa there exist A* in arbitrary 
neighborhood of /., e Q such that a matrix <P exists which assigns Q^ = {)*, X*, ... 
..., A*} = 7i(a + PcPy), where n(-) is the set of eigenvalues of (•), the system (3.1) 
is called pole-assignable. 

Assume 

o - m - /> + 1 = 0 . (3.2) 

in (3.1). Then, the following holds. 
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Theorem 3.1 (cf. [6]). If the system (3.1) is both controllable and observable and 
satisfies the relation (3.2), then it is pole-assignable, i.e., for any Q* = {X*, X*, ... 
.... Xa) € Ea there exist numbers Xt in arbitrary neighborhood of X* such that Q = 
= {A., X2,..., Xa] e Ea and n(cc + fi<Py) = Q for some real matrix <£. 

Back to singular systems, it is obvious that o, the degree of the polynomial 
det (XE — (A + BKC) satisfies o ^ rank (E). Therefore the value of o is inherently 
part of the problem of pole-assignment in singular systems. We define an integer o* 
and a matrix K* as follows: 

deg [det (XE - (A + BK*C))~\ = o* ^ 

^ deg [det (XE - A + BKC))] , VK + K* . (3.3) 

If o* > 0 then S^* is determined as above, and we say that (1.1) is pole-assignable 
if for any Q e Ea, there exist X* in arbitrary neighborhood of Xt e Q such that a 
matrix K exists which assigns Qk = {X*, X*, ..., X*} where Qk is the set of roots of 
det(AE - (A + BKC)). (Note that if E = 0 (in case a), or E' = 0 (in case b), 
o* = 0 for any admissible K.) 

Conclusion 3.3. Assume that E + 0 and rank [E B] = rank [ET CT] = n, and 
the triplets {E, A, B] and {E, A, C] are respectively controllable and observable. 
Further, suppose that (n — k) — rank (Bt) — rank (Cj_) + 1 < 0, where B, and Cj 
are given in (2.10). Then the system (1.1) is pole-assignable. 

Proof. By noting that £ in (2.10) is n — k(= rank (E)) vector, the conclusion 
follows from Theorems 2.1, 3.1 and Conclusion 3.1. • 

Conclusion 3.4. Assume that rank [E B] < n, and/or rank [ET CT] < n, E* + 0 
in (2.48), and triplets {E, A, B} and {E, A, C} are respectively controllable and 
observable. Further, suppose that (q — k') — rank(Bj) — rank (Q) + 1 < 0, 
(q — k'), B\, and Ci are given in (2.76b). Then, the system (1.1) is pole assignable. 

Proof. The conclusion follows from Theorem 2.2, and conclusions 3.2 and 3.3. • 

4. DISCUSSION 

The equivalence relation, which has been established in this paper with respect 
to the problem of pole assignment in singular and regular systems is the main result 
of the paper. Using a group transformation, the present approach allows one to design 
a gain output feedback for a given singular system through an appropriate regular 
system. To illustrate the application of the results, assume rank E = n — k, and let 
the system satisfies the condition of case a. Now, suppose the system (IT) is controll
able and observable, and m + p > n — k. Then, according to Conclusion 3.3, every 
desired set Qk of n — k distinct eigenvalues (with complex eigenvalues accompanied 
by its conjugate) can (almost) be achieved in the singular system (1.1) through an 
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admissible gain output feedback of the form (1.3). If the system ( i . l ) does not satisfy 

the condition of case a then the derivation of K is obtained through the procedure 

presented for case b, and Conclusion 3.4. 

We recall that this paper considers the problem of assigning the finite closed-loop 

poles of the singular system ( l . l ) while preserving the uniqueness property of the 

system. Assume rank [E B] = rank [ET CT] = n, (case a). Then, if the system 

satisfies the conditions in Conclusion 3.3, (n — k) distinct closed-loop poles are 

assignable, and since rank E = n — k, this is the maximal number of finite poles 

that can be assigned by gain output feedback. If case b holds, and the system satifies 

the conditions in Conclusion 3.4, (q — k') distinct closed-loop poles are assignable, 

and since rank E' = q — k', one deduces from Theorem 2.2 that in this case (q — k') 

is the maximal number offinite poles that can be assigned by gain output feedback. 

The combined problem of eliminating impulsive modes (the modes which are asso

ciated with natural system frequencies at infinity), and assigning finite closed-loop 

poles by output feedback, is a subject for further study. 

Finally, this study presents an approach rather than developing a numerical algo

rithm for solving the problem under consideration. However, the proposed approach 

provides an appropriate framework for further research concerning the development 

of useful and numerically reliable algorithms, for various applications of gain output 

feedback in singular systems. 

(Received October 8, 1990.) 
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