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ON CHARACTERIZATION OF USEFUL
INFORMATION-THEORETIC MEASURES

OM PARKASH, R. S. SINGH

A characterization of the unified measure associated with a pair of probability distributions
and a utility distribution, under a set of axioms has been provided. An interesting aspect is that
under suitable additional boundary conditions, this unified measure gives rise to two useful
information-theoretic quantities which lead to Kullback’s information and Kerridge’s inaccuracy
concepts.

1. INTRODUCTION

n

Let P =(py, 2. Pu)y O < p; <1, Y p; =1, be a finite discrete probability
i=1
distribution of a set of n events E = (E,, E,, ..., E,) on the basis of an experiment

whose predicted probability distribution is 0 = (g4, 92,...,4,), 0 < ¢; £ 1, q; =
= 1. i=1

There are two information-theoretic measures associated with a pair of probability
distributions which are of great significance in Statistical estimation and Physics.
One of these two measures is the measure of information known as Kullback’s
information or directed divergence [3] given by

1 LIP; 0] = ¥ pilog(pifq:) »
i=1
and the other is Kerridge’s inaccuracy [2] given by
(1.2) L[P; Q] = — ¥ pilogg;
i=t

Now we attach a utility distribution U = (uy, u, ..., u,) to the random ex-
periment E = (Ey, E,, ..., E,), where u; > 0 is the utility of the ith outcome E;.
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Thus we have two utility information schemes:

[E, E, ... E,] .
(1.3, S=1p; p2 --- Pul> Put; >0, ZI’,ilv
uy Uy ..U, =1

of a set of n events after an experiment, and

(E, E; ... E, .
\/1-4) S*=1qy 42 ... qu|> gnu; >0, Z‘h =1,
Uy Uy ..U =t

"

of the same set of n events before the experiment.

In both the schemes (1.3) and (1.4) the utility distribution is same, because we as-
sume that the utility u; of an outcome E, is independent of its probability of occurrence
p; or predicted probability g;; u; is only a ‘utility’ or ‘value’ of the outcome E; foran
observer relative to some specified goal.

After attaching the utility distribution, Taneja and Tuteja [5], characterized
a measure corresponding to (1.1), given by

(1.5) I[P Q; U] = }Eu,-p‘- log (pilq;) -
i=1

A similar type of quantitative-qualitative measure corresponding to { 1.2}, has been
characterized by Taneja and Tuteja [6] given by

(1.6) LIP; Qs U = — Y up;log ;.
i1

The object of this paper is to characterize a measure which jointly contains (1.5)
and (1.6). Also by imposing certain conditions on this measure, we obtain these
two measures separately and further on ignoring the utility distribution, we obtain
Kullback’s measure [3] and Kerridge's inaccuracy [2].

In what follows we shall assume that 0 log 0 = 0 log (0/0) = 0 and all logarithms
are considered to the base 2.

2. AXIOMS FOR QUANTITATIVE-QUALITATIVE MEASURES
OF INFORMATION

Let I[Py, Pas--os Pus Q15 G2y - 4} Uy, U, ..., U, ] be the quantitative-qualitative
measure of information associated with the goal oriented experiment E = (E,’E,, ...
.., E,). In order to characterize the I,[ P; Q; U] function, we consider the following
three axioms: .

Axiom L. The function I,[P; Q; U] is continuous with respect to its arguments
pi’s, q;’s and u;'s.
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Axiom II. (Branching Property.) The function I,[P; O; U] satisfies the following:

LLPis Paseeos P Gus G2 ovos Qus Uy Uy oo U] =

up, +u
=1, [Pn b Do Pav e Pt Gy G G e @y TP “"] +
P+ P2

+ (py + Pz)lz[ b1 5 L ; 9 s 42 ;l'xs“z]
Pi+ P2 Pr+ P2 4t 42 g+ 4>

Axiom III. The quantitative-qualitative measure of information provided by an

outcome E; is proportional to its utility u;, i.e. for each non-negative 4, the following
holds:

pi g ] = Allps g u] -

Now before proving the main result, we give some results as lemmas based on the
above axioms:

Lemma 1.If
mi

i Yue=p;>03 20, k=1,2,..,m,

k=1

0,20, k=12,...,m

Yh=4:>0;
k=1

ULI N .
=0, k=12,...,m, )‘7"_—"—:11,->0, forevery i=1,2
> v
k=1

then
(2']) Loisn- 1[P1s P2y vos Pim 15 Vs Vay ooy Uy Piets oo o0 P
Qi Gasoeos Qimts By By ooy M Gy oo G

Uy, Ugy ooy Uy s Iy, Fay e

s Fgs Ui 15 -'~!un] = I..U'? Q; U] +

. hy h s

+ Z]ilm.l:&,vl,-~»s'ﬁh§—11,2,-n-ix§ Py Faseees ’"m]
Pi Pi pi 4 4; qi

Proof. We shall prove the lemma by induction. For m; =

2, (2.1) reduces to
Axiom II i.e. our lemma is true for m; = 2

Now applying (2.1) for m; inI,,,,,, we get
(2~2) IongsnlPis D2y ovos Piets Uts 02y oeoy Ui gy Pits o+ Pu's
GrsGas e Qi B oy oo B s Qs ooy

U Ugs o Ui 5 P Tan s P Wi 15 225 un]
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= ].rrl[l)), Paseees Die1s Ugs Ps Pi 1 oo D5

Gis o ooy i-qs hy, G, Gt onns Qo Uiy Uas eves Uy g, Ty, Hy Uigs oo s ”n]

= U2 Va1, M2 hm*l
+ bl [j, e, T T P P
p

p q q
s oh 7
(2.3) =1[P;Q: U] + pil{ﬂ,’—];ﬂ,i:r1,ﬁ]+
Pi Pi 49i 4;
2 Ny,
+ ﬁI”“[EVZ_,.“,HL‘}X H Ilf,»..,ml tH: i'z,.“,l‘,,“ﬂ]
P P q q

(Using Axiom II in (2.2}) where

P=loyt oyt o), G=(h byt )
and
oy + oy e P 1 Uiye)

=
Wy Uy e Upyey)

Now for n = 2, Axiom Il is

, v ey b h, i
(2.4) s [j (.15 2 ST N 4[]—‘*—'; Fiooeo r»;,-n] =
i P 4 i

:lz[ﬁ,!’_;f‘,l’i;,hg]
Pi Pi qi 4

p ey h,.
+ (£>1,.,,. [?:ZU—_J"?}"_A "2»~~-xl’m;+\]
p; B P g q

Using 2.4} in 2.3), we see that the result of the lemma is true for ‘m; + 1).
Hence by induction, lemma follows.

13

The above lemma can be extended easily in the following form:
Lemma 2. If

v; 20,

mi "
2{1U=qi>0) Z‘li:l and r; =0, j:-l,2,...,m,»,'
j=1 i=1

"y
Y vy
i=1

mi

X vy

j=1

=u; >0, forevery i=1,2,...,n,
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then

(2.5) L [V H; R] = L[P; ;U] +
+ Z Pilmil:lii1 PR Dims 5 h sy M 5 Figs voes "im,]
=1 pi pi 4 q;

Now we come to the main result of this paper.

Theorem 1. The function I,[P; Q; U] satisfying Axiom I—III determine the func-
tion 1, as

(2.6) L[P; QU] = AY wp;logp; + BY u;p;logg,,
i=1 i=1
where 4 and B are arbitrary constants.

Proof. In Lemma 1, if we replace m; by m, and substitute

vy=1mn, h;=1frs, r;=1
and

pi=1m, g =1r, u;=1, forevery i=12,...,n and j=12,..,m

where m, n, r, s are positive integers such that 1 < m < r, 1 £ n < 5, then we obtain

(2.7) F[mn; rs; 1] = F[m;r; 1] + F[n; s;1]
where
(2.8) Flm;r; 1] = I[m, .., m; 1fr, .., 1r; 1, .., 1]

Now (2.7) is Cauchy’s functional equation in two variables and its most general
bounded solution ([ 1], Chapter 5), is given by

(2.9) F[m;r;1} = A"logm + B'logr
where A’ and B’ are arbitrary constants.

Now we prove Theorem 1 for rationals and the continuity of I, proves the result
for reals.

n n
I m, r, #; and t; are positive integers such that ) r; = m, .t = r and if we put
i=1 i=1
v = ]/m, hy = I/r, ri;=1,and p; = rl-/m, q; = t,-/r, u, =1,foreveryi = 1,2, ...
..., n, then an application of Lemma 2, gives

(2.10) mMfm, . ms fr, .o 1rs 1, ., 1] = L[P; 03 1] +
Y B o Vs Uty o Utis 1 o 1]

N &

@.11) Flm:ri 1] = 1[P; 0 11 + 3 py Frs 5 1]

Using (2.9), (2.11) gives

(2.12)  L[P;Q;1] = (4'logm + B logr) — _ilp,(A’ logr, + B'log 1))
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n
Since ) p, = 1, we have
i=1

(213) L[P;Q;1] =AY p;logp; + BY p;logq;
i=t i=1
where A = — A’ and B = — B, are arbitrary constants.
Now in Axiom III, setting u; = 1 and 1 = u,, for each i, we get
(2.14) I[Z’iiﬂi?“i] = “il[Pi, qis l]
Using (2.14) in (2.13), we get (2.6). O
On ignoring the utility i.e. taking u; = 1 for every i, we get

I,,[P; Q] = A_lei log p; + B'lei log q;,
i= i=

which is an information-theoretic quantity associated with a pair of probability
distributions characterized by Sharma and Taneja [4].

3. APPLICATIONS TO INFORMATION THEORY

As remarked earlier, Kullback’s information and Kerridge’s innaccuracy are
two information-theoretic measures which are particular cases of the results studied
by Taneja and Tuteja [5], [6] and their characterizations are given below:

Theorem 2. The function I,[P; Q; U] under Axioms I—TII and satisfying

(3.1 L[P;P;U] =0, pe(0,1) and u>0
and
(32) LL0L 51 1] =1
is given by
(3'3) Iu[P§ ag; U] = z u;p; log (Pi/Qi)
i=1

Proof. Using (3.1)in (2.6), we get A + B = 0.
Also using (3.2), (2.6) gives A = 1 and B = —1. Substituting these values of A
and B in (2.6), we get (3.3), which is a result studied by Taneja and Tuteja [5].

Further on ignoring the utility (3.3) gives Kullback’s information [3]. )
Theorem 3. The function I,[ P; Q; U] under Axioms I—-IIT and satisfying

(3~4) 13[P1=P2s173§‘11a‘12> o3 Uy, Up, Us] =

u +u

=1, [Pn P2 + P35 41, 425 U, M]
P2+ ps

and
(33) LLhshL1]=1,

250



is given by
(3.6) L[P; Q; U] = — Y uip;log g;
i=1

Proof. Using (3.4) and (3.5) in (2.6), we get A = 0 and B = —1. Thus (2.6}
reduces to (3.6), which is a result studied by Taneja and Tuteja [6].
Further on ignoring the utility, (3.6) gives Kerridge’s inaccuracy [2]. i
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