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ON REPRESENTABILITY OF P. MARTIN-LÓF TESTS 

CRISTIAN CALUDE, ION CHITESCU 

The tests of P. Martin-L6f [4] constitute themselves as an alternative to the A. N. Kolmogorov 
theory of complexity [2]. But these theories are not equivalent. In the present paper we investi
gate the possibility of expressing the P. Martin-L6f tests in terms of Kolmogorov complexity. 
We show that this can be done by adding an element to the primary alphabet. This "enlarging" 
procedure generates a series of other problems (for instance, new P. Martin-L6f tests appear, 
which are not Kolmogorov expressible). 

1. BASIC NOTIONS 

Throughout the paper A7 will be the set of all natural numbers, i.e. At = {0, 1, 2 , . . . } . 
If A is a finite set, card (A) will be the number of elements in A. 
For every non-empty sets A and B and for every function / : A -> B (where 

A c A) we shall write / : A —^^ B.We shall say t h a t / i s a partial function from 
A to B. We consider that f(x) = oo in case / is not defined in the point x. 

Let X = {au a2, ..., ap}, p ^ 2 be a finite alphabet. Denote by X* the free monoid 
generated by X under concatenation, i.e. X* consists of all strings x = xix2 ... xm, 
where the x'p belong to X, and also the null string X belongs to X*. For every a 
in X and every natural n > 0, a" — aa ... a (n copies of a). For every x in X*, l(x) 
is the length of x, i.e. l(x) = m in case x= X{X2 ...xm and l(X) = 0. For Recursive 
Function Theory see [3] and [5]- We shall consider partial recursive functions 
(p.r. functions in the sequel) 

<p : X* x JV.-9-* X* or g :N- {0} -*-*. X* x At. 

For every p.r. function <p : X* x At—-*-*• X*, the Kolmogorov complexity induced 
by <p is a function Kv : X* x At~> Atu {co}, defined by KJ[x | m) = min {l(y)\ y e 
e X'*, cp(y, m) = x) in case x = <p(y, m) for some y in X* and Kv(x | m) = co, 
otherwise. 
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For every W c X* x (N — {0}) and for every natural m 2i 1 we shall write 
W„ ~ {x e X* | (x, m) e W}. A non-empty recursively enumerable set V c X* x 
x (At — {0}) will be called Martin-LoJtest (M-L test) if it possesses the following 

two properties: 

1) For every natural m ^ 1, Vm+l c Vm, 

2) For every natural numbers m, rc, m ^ 1, 

card {x e X* | Z(x) = n, x 6 Vm} < pn~'"j(p - 1) . 

We agree upon the fact that the empty set is a M - Z , test. 
The critical level induced by a M—L test Vis the function mv : X* -> At, given 

by mv(x) = max {m ^ 1 | x e Vm} in case such m exists, and mF(x) = 0, in the 
opposite case. 

2. RESULTS 

We recall the main example of M—L test used in [1]. Let <p : X* x N—^-± X* 
a p.r. function. Then the set 

V(cp) = {(x, m) | x e X*, m e N - {0}, JT„(x | /(x)) < /(x) - m} 

is a M — L test (see Example 10 from [l]) . Note that (x, m) e V(c») iff there exists y 
in X* with l(y) < l(x) - m and <p(y, l(x)) = x. This example suggests the following 

Definition 1. Let V c X* x N be a M-L test. We say that V is representable 
if there exists a p.r. function <p : X* x At—2--* AT* such that V = V(<p). 

Example 2. (Not all M - L test are representable). 
Take p = 2, X = {0, 1}. The set V = {(000,1), (010,1), (111,1)} is a M-L test. 

We c/aim that V is not representable. Indeed, in case there exists a p.r. function 
<p : X* x N—-^ X* such that V = V(cp) we can infer the existence of three strings 
>'o> J i , y2 in X* with l(yt) g 1, and cp(y0, 3) = 000, <p(yx, 3) = 010 and <p(y2, 3) = 
= 111. It follows that {y0, yu )'i} = {'•> 0, 1}. 

For instance, we choose cp(k, 3) = 000 (and <p(0, ') = 010, <p(\, 3) = 111). For 
this <p we must have (000, 2) e V(cp), because l(X) = 0 < 1(000) - 2 = 3 - 2 = 1 . 
This shows that (000, 2) e V(<p) - V, which is a contradiction. • 

In order to avoid this situation we shall "enlarge" the alphabet X by adding 
a single new element ap + 1 (distinct from au a2, ..., ap) obtaining the new alphabet 
F = {a1,a2,...,ap,ap+1}. 

In this case, every M—L test V <= X* x At can be viewed as a M - L test V c 
cz F* x N. We shall see that all such M — L tests are representable and in fact 
the function cp : F* x N—~—* F* which represents V (i.e. V = V(<p)) takes values 
in X*. To be more precise, we have the following 
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Theorem 3 . Let X = {au a2,..., ap) and Y = X\J {ap + 1} as before. For every 
M — L test V c X* y. N there exists a p.r. function q> : Y* x At—a-> F* such 
that V= V(cp) and (q>(Y* x At)) - {00} c X*. 

Proof. First, we order F as follows: a, < a2 < ... < ap < ap + 1. This order 
induces the lexicographical order on F* as follows: 

A < ax < a2 < ... < ap < ap+1 < a1a1 < a1a2 < ... 

... < atap+i < a2aY < a2a2 < ... < ap+1ap+1 < a1a1a1 < ... 

Only the non trivial case V =(= 0 will be considered. 

We shall construct a p.r. function cp : Y* x N—s-> F* having the property 
£v(x I /(*)) = l(x) - mv(x) - 1 for every x in X*, such that (x, 1) e V. 

We distinguish two cases: a) Vis infinite and in this case there exists an injective 
recursive function g : N - {0} ->• X* x At, such that g(N - {0}) = V (see [5]); 
b) Vis finite and in this case there exists a (p.r.) injective function g : {l, 2, ...,q} -* 
-4 I * x JV, such that g({l, 2,..., q}) = V (we write card (V) = q). Namely we 
write for i in the domain of g the value g(i) = (x;, m;). 

The action of q> will be described in the sequel by the following procedure. Let 
gr(l) = (x1; m t) and 

<K^\>-'"'-],/(*,)) = x, . 

Let g(2) = (x2, m2). Two possibilities can occur: either (/(x2), m2) =# ( ' (x j , »..), 
or (/(x2), m2) = ( / (xj , m j . In case (/(x2), m2) =# (/(xx), mj), put 

< P « - > - - - 1 , / ( x 2 ) ) = x 2 . 

In case (/(x2), m2) = (l(xt), m,), put 

^ ( a ^ - ^ " 2 ^ , /(x2)) = x2 . 

The construction is possible because 

2 < card {x e X* | /(x) = /(x2), (x, m2) e V} < p'<«>-Wj/(p - l ) , 

which shows that /(x2) — m2 = 2. 

In general, at step i let g(i) = (x;, m;). In case (/(x;), m;) 4= (l(xj), m-) for all 
; = 1, 2 , . . . , 1: - 1 put 

( p (a^>- m i - 1 , / (x ; ) ) = x ; . 

In the opposite case let 

1 g k = card {j e At I j < i and (/(x,,), my) - (/(x;), m;)} < 

< [ ( y M - m i - l ) / ( p - l ) ] - l , 

because V is a M-L test. The elements yeY* with /(v) = l(xt) - m; - 1 are 
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(in lexicographical order): 

_Vi> J2> •••> Jr where r = (p + iy(*«)-«,-i _ 

Put ^(jr-fc, /(x;)) = x ;. The construction is possible because 

r = 0 + !)'<-)-.-! > [ (p«(-.)-, _ 1 ) / ( p - 1)] _ 1 £ fc . 

It is seen that <p acts as a function. 
Notice that in case Vis finite and card (V) = q, then the procedure stops at step q. 

In case Vis infinite, the proceduie continues indefinitely. 
To be more piecise, we shall describe the domain of (p. To this aim, we partition 

the range of g according to the following rule (equivalence): g(i) = (x;, m;) is equi
valent to g(j) = (x„ m;) iff (/(x;), m;) = (l(xj), m}). The equivalence class of (x;, m;) 
contains at most h elements, where h = (p"~m — l)/(p — 1), n = /(x;) and m = mt. 

So, the range V of g is the union (J Ej of equivalence classes Ej (in case Vis infinite) 
j = i 

or is a finite union U Ej (in case V is finite). For every equivalence class _\- which 
J = I 

contains r elements we consider the set Cj consisting of the last t strings of length 
l(x) - m - 1; here Ej is the class of (x, m). Put then _*, = {(y, l(x)) | yeCj) 

for the above pair (x, m). The domain of <p is B = (J 2?, (in case V is infinite) or 
j-i 

B = U Bj (in case V is finite). We got the domain of the function (p which is now 
J = I 

a p.r. function. 
Take x in X* such that (x, 1) e V, so mv(x) > 0. There exists unique i > 0 such 

that g(i) = (x, mv(x)). According to the procedure, there exists y in Y* with l(y) = 
= l(x) - mv(x) - 1 such that <p(y, l(x)) = x, which shows that Kv(x | l(xj) <, l(x) -
- mv(x) — 1. On the other hand, the equality <p(y', l(x')) = x implies x' = x and 
Z(>>') = l(x) - mj — 1, where gr(j) = (x, mj). This can be done for some mj tik mv(x), 
which implies l(y') _ l(x) - mv(x) - 1, showing that A"v(x | l(x)) ^ /(x) - mv(x) -
- 1. We have proved that KJ(X \ l(x)) = l(x) - mv(x) - 1. 

The last equality proves the inclusion V c V(<p). 
To prove the converse inclusion V(q>) c: Vwe notice first that (x, m) e V(<p) implies 

that (x, 1) e V (see the construction of <p). 
Now we take (x, m) e V(<p) and we prove that m < mv(x) (i.e. (x, m) e V). Suppos

ing that m > mv(x), we get (x, mv(x) + 1) e V(<p), which yields the existence of y 
in Y* such that l(y) < l(x) - mv(x) - 1 and <p (y, l(x)) = x. This contradicts the 
above mentioned property of <p, namely: for (x, 1) 6 V, we have K^x | l(x)) = l(x) -
- mv(x) - 1. • 

We conclude with some more examples and a small discussion pertaining the pre
vious facts. 
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Actually, Example 2 can be generalized: 

Example 4. (For every alphabet X with p ^ 2 elements there exists a finite M-L 
test Fand an infinite M — L test >F, which are both non-representable). 

a) Let p ^ 2 and put k = (pp - l)/(p - 1). We can consider k different 
strings yi,y2,-.-,yk in X*, with length l(yt) = p + 1. The finite M - L test 
F = {(j>f, 1) | i = 1, 2 , . . . , fc} is not representable. 

Indeed, in case F would be representable, we could find the (different) strings 
z1; z2 , . . . , z t in X* having all length /(z;) < p + l — l = p and such that 
cp(zi,p + 1) = yt, for (' = 1,2,..., k. Because pp~x < k, at least one of the string sz;, 
say z„ must have length <, p — 2. So cp(z„ p + i) = y, and /(zt) <^ p — 2 < 
< l(yt) — 2. This shows that (y„ 2) e V(np), contradicting the fact that (yt, 2) $ V. 

b) Put W = VSJ {(a[, 1) | i = p + 2, p + 3 , . . . } , where F was defined at a). 

The infinite M-L test Wis not representable (see the proof of point a)). • 

Example 5. (For every alphabet X with p elements and every alphabet Y => X 
with p + 1 elements there exists a p.r. function q> : Y* x At—s~* X* such that the 
M-L test V(cp) over Y* x At is not a M - L test over X* x At). 

Let X = {ai, a2,..., ap} and Y = {alt a2, ..., ap, ap+1}. We order X lexico
graphically according to the order ax < a2 < ... < ap and we order Ylexicographic
ally according to the order at < a2 < ... < ap < ap+i (see the construction in the 
proof of Theorem 3). 

Let A = {y e Y* | l(y) < p} = {yj, y2, ..., y,} in lexicographical order. It is seen 
that t = 1 + (p + 1) + (p + l)2 + ••• + (p + l)"'1 = ((p + 1)" - \)\p- Let B = 
= {x e X* | /(x) = p + 1} = {zj, z 2 , . . . , zs} in lexicographical order. It is seen 
tha ts = pp+1 > t. 

The domain of cp is the set D = {(y;, p + l) | J = 1, 2, . . . ,«}. We define q> : D -> 
-> X* by <p(v;, p + 1) = z;. 

It is clear that V((p) is a M - L test over Y* x At. On the other hand, it is clear 
that V(<p) c X* x At. But, computing card {x e X* \ l(x) = p + 1, (x, 1) e V(q>)} 
we obtain the result t > (pp - i)j(p - 1). This shows that V(q>) is not a M - L 
test over X* x At. • 

Remarks. 

1. We can interpret the result stated in Theorem 3 as follows: 

a) The theories of A. N. Kolmogorov [2] (complexity) and P. Martin - Lof [4] 
(tests) are not equivalent, according to Examples 2 and 4. 

b) Considering the P. Martin - Lof theory over an "enriched" alphabet (Y con-
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tains one more element) we can express its notions (tests) as notions in the A. N. 
Kolmogorov theory (representable tests), according to Theorem 3. 

c) For every natural p 2; 2 and for every alphabet X with p elements there exists 
a M—L test over X* x N which is not representable. So, every non representable 
test V cz X* x N can be done representable in Y* x At by adding an element 
to X, but in Y* x At there exist other non representable tests. The "enlargement" 
process must continue indefinitely. 

2. Example 5 goes in a "converse direction". Here, there are "too many" represent
able tests over the enriched alphabet. 

3. We feel we must add the following ideas: 

a) We have already seen that there exists a diastic distinction between the binary 
case (p = 2) and the non binary cases (p > 2) (see Remark 1, following Corollary 4 
in [l]). These ideas of qualitative differences between the cases of alphabets having 
different numbers of elements (non-representable tests in case p become representable 
in case p + l) are pursued in the present paper. 

b) The theory constructed over non-binary alphabets is therefore legitime, natural 
and presents an intrinsic importance. 

(Received February 9, 1982.) 
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