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On an Axiomatic Characterization of Entropy
of Order o (Theoretic Measure)

A. Basar KHANY)

An axiomatic characterization of an information (entropy of order «) theoretic quantity as-
sociated with a pair of probability distributions having the same number of elements has been
given, using some simple and clear postulates. This quantity under additional suitable condition
]ezads to Kullback’s relative information. Moreover the quantity also reduces to Pearson’s
X °-statistic.

1. INTRODUCTION

Vajda ([9], [10]) has investigated properties of a-entropy of a measures P with
respect to Q defined as

(1.1) H,(P, Q) = |p"q" " du,

where p and g are Radon-Nikodym densities with respect to a dominating measure u
defined over the same measurable space. He has established the relation between
H,(P, Q) and Bayes risk.

Rényi [6] introduced a measure of information of order  as

(1.2) L(P,Q) = —l—l log, H,(P,Q), for a+0.

o
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We take a measure of information (entropy) of order « in two discrete probability
n
distributions P = (py, ... p)s 220, Y pi=1 and Q=(qy,....q,), 4;: 20,
n i=1

Y g; £ 1 having the form
i=1

(13) (P, Q) = uo) [ ¥, pigi™* — 1], «+0,
i=1

where p(x) (30) is an arbitrary constant that depends on the parameter o.

An axiomatic characterization of information on theoretic measure associated
with a pair of probability distributions having the same number of elements is
given through some postulates in Section 2 and some of its special cases are also
discussed.

2. CHARACTERIZATION OF I¥(P, Q)

Theorem. Let K,(py, ..., Pus Gps s o)y P52 0, ; 20, i=1,..,m 3 p;=1;

Y g, £ 1 be a function of p;’s and g,’s satisfying the following postulates:

i=1
(i) Continuity: K¥(py, ..., Pu; d1s - - 4n) is continuous in the region.

(ii) Symmetry: K{(py, ..., Pu; Q15 - 4a) is symmetric for any permutation of
elements in P followed by the same permutation of elements in Q.

(iii) Generalized Branching Property:

() . =
Kn+1(P1: ceo Pim1s Uits Hizs Pigis oo Py Qs -5 Gi—15 Uity Vizo Qi 15 - ‘In) =

= K®(P, Q) + pig} KY (uj, RO El)
Pi P 4 4
for every

Ui Uiz = pi >0 s i=1,..,n, a0, a>0;
vy + V2 =4; >0

then we have
n .
(21) K1y o Pad s - ) = 1) [.leiqi““ -1].
&

First we prove the following lemmas:

Lemmal If u, 20,0, 20, k=1,..,m,

m m
Y =p;>0; Yo =g, >0;
k=1 k=1



then
22) K mes(Pis oo Picts Uy oo lims it oo Pu's
Qusoos Gim 15 Oty ooy Uy Qb1 oo ) =
= KP(Pis o Pui Qs -2 4) + D508 KD (D ooy thf D5 01/ - 0] 0) -
The proof of this lemma follows on the lines of the proof of Lemma 4 in the paper

by Sharma and Tancja [8].

Lemma 2. If u; 20, j=1,..,m, Z“i] =p, >0, Zp‘. =1 and v; 20,
j=1 i=1

my

j=1,..,my Yv;=q;>0,i=1,..,n Y q,=1 then
j=1 i=1

n (@) .
( 3) 1<m1+m2+.4.+m“(u11! coos Ugmys veey Upgs oosy Upp,, 5

Vigs voos Utmygs ooos Ut oy ”nm,.) =

’
= Kpre oo P Gar oo ) + L 001K Wb i [P 0l Vin/ -
~

When m; = m forall i = 1, ..., n, then the above lemma becomes

{a) . —_
(2‘4) Kmn(ullr coms Uy woes Uty ooos Unms Dp5 oo Uty <05 Ungy -0 05 Uum) =

= KO(Dys o Po Qus ooor ) + 3. PiGE "
i=1
. KS:)(uil/ph cees ll;m/p;; ”il/vqi’ s ”im/‘Ii) .

Proof directly follows from postulate (iii).

Lemma 3, Let

1
(255) w(nz,r)zkirf)(i,,,,,i;;,..., %) for rzm.

o, 1) = )+ (1) (3) ot

For1 £ m £r; 1 £ n < s where m, n, r and s are positive integers, we have

Proof. Taking

1 1 . .
Uy =—, p;=—, i=1..,n, j=1..,m,
mn rs
1

u;; = 0 otherwise, ;= —,
s
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296 in(2.4) and using (2.5) we have

z—1 1 1-x
(2.6) Y(mn, rs) = y(n, s) + <1) (> Y(m,r).
n s
Symmetry in mn and rs implies

@7 mmrs) = om, 1) = p(m, ) + (i) (1) ¥(n.)

m
which concludes the proof.

Lemma 4. If o % 0(>0) then

w6

where p(«) (#0) is an arbitrary constant depending on the parameter «(<0).

Proof. On comparing (2.6) and (2.7) we get
Y(m, 1) B ¥(n, s)

PET R = i = (o) say,
GG 1G]
which gives
Wm, ) = u(e) [(71) (l) - 1]

when m < rand whenr = m

Y(m,r)=0.

Proof of the Theorem. We prove the theorem for rationals and then continuity
(axiom (i)) gives the result for reals. For this let m, r;, and ¢; be positive integers
such that

Now if we put

=

where Y t; < r; then by using Lemma 2
i=1 N
. 1 (@)
3= e =) = RSPy s Pud Qs oo ) +

gofL 1 1
" m m r r

S 2 i-a 1 1.1 1
+ Y. piai K}.’)(~, - - -)

3

i=1 r; ry b t



by (2.5) and Lemma 4 becomes

x 1-a

V1) = Ki(pis oo Pui 1o @) + L PR 0 4)
£

or

KPP oo Pai 1o oo @a) = (mo ) = 3 0337 0 1)

1 a—1 1 1-o
K&P(Pis oo Pus Qs -0 4a) = () [( ) (*) -1-
m r
= L) () +_;p7q,~‘"’:| =
=) [T riai™ = 1],

or

which conclude the proof.

Particular cases
Case I. Measure (1.3) under the condition

12(1, 0;4,4)=1
reduces to
n
IO(D1sves Pay s o ) = (2271 = )7 (T plgi " = 1) e %0,
=1
Now if « — 1, we get
n
b
L(P1s oo Pus 415 -+ 4a) = 2, i 108, m
i=1 :

which is Kullback’s [4] relative information, which is characterized by Campbell
[L], Hobson [2], Kannappan [3], Rathie and Kannappan [5], Sharma and Ram
Autar [7], Ng [11].
Case 11. Measure (1.3) under the condition
(L0 4,4 =271 -1
reduces to ’
Lpss o P 41 ) = [ X pial ™" = 1.
If o = 2, we get

n
Lpss s P 01 00) = T (pif91) = 1

which is Pearson’s y’-statistic and is a measure of discrepancy between the two
discrete populations P and Q.
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