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The paper presents a unified formulation and solution of various problems of stochastic control, viz. random disturbance compensation, random signal following, etc. for multivariable linear discrete systems. The algebraic method developed originally for the problems of deterministic control is succesfully applied. The synthesis procedure is reduced to solving a linear Diophantine equation in polynomial matrices. Due to the algebraic approach, the classical results are extended to unstable systems with possibly different number of inputs and outputs and not necessarily of full rank, and to a class of nonstationary random sequences with possibly singular correlation matrix.

## INTRODUCTION

The design of optimum systems with random inputs is one of the most significant problems in optimal control. There are many related problems with many modifications to be found in the literature. We shall summarize some typical problems below.
(1) Following a random signal.

Given a system $\mathscr{S}$, find a controller $\mathscr{R}$ such that the system output $\boldsymbol{Y}$ follows a given random signal $\boldsymbol{C}$ in an optimal way, see Fig. 1.

Fig. 1. Following a random signal.

(2) Compensating a random disturbance.

Given a system $\mathscr{S}=\mathscr{S}_{1} \mathscr{S}_{2}$ and a random disturbance $V$ passing through the part $\mathscr{S}_{1}$ of $\mathscr{S}$, find a controller $\mathscr{R}$ that minimizes the effect of $V$ on the system output $\boldsymbol{Y}$ in some specified sense, see Fig. 2.
(3) Following a random signal contaminated by noise.

Given a system $\mathscr{S}$ and a random signal $C$ contaminated by additive noise $V$, find a controller $\mathscr{R}$ such that the system output $\boldsymbol{Y}$ follows the $\boldsymbol{C}$ in an optimal manner, see Fig. 3.


Fig. 2. Compensating a random disturbance.


Fig. 3. Following a random signal contaminated by noise.
(4) Following a random signal in the presence of disturbance.

Given a system $\mathscr{S}=\mathscr{S}_{1} \mathscr{S}_{2}$ and a random disturbance $V$ passing through the part $\mathscr{S}_{1}$ of $\mathscr{S}$, find a controller $\mathscr{R}$ such that the system output $\boldsymbol{Y}$ follows a given random signal $\boldsymbol{C}$ in a prespecified sense, see Fig. 4.


Fig. 4. Following a random signal in the presence of disturbance.

In all cases the closed-loop system is required to be stable and so is the system input. Otherwise the results would be of limited engineering relevance.

There are other problems of stochastic control which are combinations of the above and, therefore, will not be explicitely mentioned.

A recognized optimality criterion is the minimum of the sum of steady-state variances of certain stochastic components, i.e. the components of the follow-up error in problems (1), (3), (4) and the components of the system output in problem (2).

The above problems have been considered by many authors who applied different approaches. There are essentially two major directions - the complex-domain and the time-domain formulations. The complex-domain approach rests on the solution of a Wiener-Hopf-like equation by spectral factorization and can be found in $[2 ; 7$; $24 ; 30 ; 31]$. The solution is restricted to stable systems with nonsingular impulse response matrix and to stationary random inputs with nonsingular correlation matrix. In [27] a modified approach has been applied to obtain the solution for the special case of single-input single-output possibly unstable systems. On the other hand, the time-domain approach is based on the solution of a matrix algebraic equation derived by Kalman $[10 ; 11]$ and a comprehensive treatment can be found in $[1 ; 6$; $9 ; 26 ; 29]$. The solution can easily by generalized to nonconstant or nonlinear systems
but it requires the knowledge of the system state, which is rarely accessible in a real system. Moreover, solving matrix algebraic equations is not a simple task due to nonuniqueness of solutions $[19 ; 20 ; 21 ; 22]$.

A similar status quo was also in the field of deterministic control. Recently, the author has developed a new algebraic theory of discrete deterministic optimal control $[12 ; 13 ; 14 ; 15 ; 16 ; 17 ; 18]$ in an attempt to obtain a general solution well-adapted to machine processing. In this paper the algebraic approach is applied to the problems of discrete stochastic optimal control. The mathematical machinery needed to solve these problems is relatively very simple and is based on polynomial algebra. The synthesis procedure reduces to solving a linear Diophantine equation in polynomials or polynomial matrices, and can be effectively algorithmized. The method is general enough to accommodate unstable systems with different number of inputs and outputs and random signals with singular correlation matrix and possibly unbounded covariance matrix.

Problems (1) through (4) and other related problems, though different in nature, can be cast into a common scheme defined in the following sections. This will make it possible to present a unified general treatment of all cases.

## PRELIMINARIES

Referring for details to $[4 ; 18 ; 23 ; 33]$ we first summarize some preliminary results.

Let $\mathfrak{R}$ be a commutative ring. If an element $e \in \mathfrak{R}$ has a multiplicative inverse in $\mathfrak{R}$, we call $e$ a unit of $\mathfrak{R}$. If $a, b \in \Re, b \neq 0$ we write $b \mid a$ to denote that $b$ divides $a$. A greatest common divisor of $a, b \in \Re$ will be denoted as $(a, b)$. Note that $(a, b)$ is determined by $a$ and $b$ to within units in $\mathfrak{R}$.

Given the field $\mathfrak{F}$ of reals, let $\mathfrak{F}\left[z^{-1}\right]$ denote the ring of polynomials over $\mathfrak{F}$ in the indeterminate $z^{-1}$. If $a \in \mathscr{F}\left[z^{-1}\right]$ then $\partial a$ denotes the degree of $a$. By convention, $\partial 0=-\infty$. The units of $\mathscr{F}\left[z^{-1}\right]$ are polynomials of zero degree.

Let $\mathfrak{F}\left(z^{-1}\right)$ denote the quotient field of $\mathfrak{F}\left[z^{-1}\right]$, i.e. the field of rational functions

$$
\begin{equation*}
a=\frac{q}{p} \tag{5}
\end{equation*}
$$

with $p \neq 0, q \in \mathscr{F}\left[z^{-1}\right]$. Then we denote $\mathfrak{F}\left\{z^{-1}\right\}$ the ring of elements $(5)$ such that $\left(p, z^{-1}\right)=1$, i.e. the ring of realizable rational functions. They can be written as

$$
\begin{equation*}
a=\alpha_{0}+\alpha_{1} z^{-1}+\alpha_{2} z^{-2}+\ldots, \quad \alpha_{k} \in \tilde{\mathscr{F}} \tag{6}
\end{equation*}
$$

The elements (6) for which the sequence $\left\{\alpha_{0}, \alpha_{1}, \alpha_{2}, \ldots\right\}$ converges to zero form the ring of stable realizable rational functions, denoted by $\tilde{\mathscr{F}}^{+}\left\{z^{-1}\right\}$.

$$
\begin{array}{llll}
\tilde{F}_{l, m}=\text { set of } & l \times m & \text { matrices over } & \mathscr{F} \\
\tilde{F}_{l, m}\left[z^{-1}\right]=\text { set of } & l \times m & \text { matrices over } & \mathscr{F}\left[z^{-1}\right] \\
\tilde{F}_{l, m}\left(z^{-1}\right)=\text { set of } & l \times m & \text { matrices over } & \mathscr{F}\left(z^{-1}\right) \\
\mathfrak{F}_{l, m}\left\{z^{-1}\right\} & =\text { set of } & l \times m & \text { matrices over } \\
\mathscr{F}\left\{z^{-1}\right\} \\
\tilde{F}_{l, m}^{+}\left\{z^{-1}\right\}=\text { set of } & l \times m & \text { matrices over } & \mathscr{F}^{+}\left\{z^{-1}\right\} .
\end{array}
$$

These sets are noncommutative rings when $l=m>1$. The $\tilde{\Psi}_{1,1}$ is viewed as isomorphic with $\mathfrak{F}$. We shall write $I_{l}$ for the $l \times l$ identity matrix over $\mathfrak{F}$.

By the classical invariant-factor theorem $[4 ; 9 ; 18]$ any polynomial matrix $A \in \widetilde{W}_{l, m}\left[z^{-1}\right]$ can be written in the form

$$
\begin{equation*}
A=E_{1} \operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{r}, 0, \ldots, 0\right\} E_{2}, \tag{7}
\end{equation*}
$$

where $E_{1} \in \mathfrak{F}_{l, L}\left[z^{-1}\right]$ and $E_{2} \in \mathscr{F}_{m, m}\left[z^{-1}\right]$ are matrices such that $\operatorname{det} E_{1}$ and $\operatorname{det} E_{2}$ are units of $\mathfrak{F}\left[z^{-1}\right]$, and where diag $\{\cdot\}$ is a matrix in $\mathfrak{F}_{l, m}\left[z^{-1}\right]$ all of whose elements are zero except those on the main diagonal, which are $a_{1}, a_{2}, \ldots, a_{r}$, possibly followed by zeros. The polynomials $a_{k}$ are the invariant polynomials of $A$; they are uniquely determined by $A$ up to units of $\mathscr{F}\left[z^{-1}\right]$ and satisfy $a_{k} \mid a_{k+1}, k=1,2, \ldots, r-1$. The integer $r$ is the rank of $A$. We shall call (7) the canonical decomposition of $A$.

The polynomial matrices of $\tilde{\mathscr{F}}_{1, m}\left[z^{-1}\right]$ can also be written [18] as matrix polynomials over $\mathfrak{F}_{l, m}$,

$$
A=A_{0}+A_{1} z^{-1}+\ldots+A_{n} z^{-n}, \quad A_{k} \in \widetilde{\mathscr{O}}_{l, m} .
$$

If $A_{n} \neq 0$ then $n$ is the degree of $A$, denoted by $\partial A$. We define $\partial 0=-\infty$.
Let $a \in \mathscr{F}\left[z^{-1}\right]$ and $B \in \mathfrak{F}_{l, m}\left[z^{-1}\right]$ with elements $b_{i j}$. Then we write $(a, B)$ to denote $\left(a,\left(b_{11}, b_{12}, \ldots, b_{I m}\right)\right.$ ).

A polynomial $p \in \mathscr{F}\left[z^{-1}\right]$ is said to be stable if $1 / p \in \mathscr{F}^{+}\left\{z^{-1}\right\}$. Then any nonzero polynomial $a \in \mathscr{F}\left[z^{-1}\right]$ can be factorized as

$$
a=a^{+} a^{-},
$$

where $a^{+}$is the stable factor of $a$ having highest degree and belonging to $\tilde{J}\left[z^{-1}\right]$. Given a nonzero polynomial matrix $A \in \mathfrak{F}_{l, m}\left[z^{-1}\right]$ and its canonical decomposition (7), we define the factorizations

$$
\begin{equation*}
A=A_{1}^{+} A_{2}^{-}=A_{1}^{-} A_{2}^{+}, \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{1}^{+}=E_{1} \operatorname{diag}\left\{a_{1}^{+}, a_{2}^{+}, \ldots, a_{r}^{+}, 1, \ldots, 1\right\} \quad \in \tilde{\mathscr{X}}_{l, l}\left[z^{-1}\right], \\
& A_{2}^{-}=\quad \operatorname{diag}\left\{a_{1}^{-}, a_{2}^{-}, \ldots, a_{r}^{-}, 0, \ldots, 0\right\} E_{2} \in \mathscr{\mathscr { V }}_{l, m}\left[z^{-1}\right], \\
& A_{1}^{-}=E_{1} \operatorname{diag}\left\{a_{1}^{-}, a_{2}^{-}, \ldots, a_{r}^{-}, 0, \ldots, 0\right\} \quad \in \mathscr{\mathscr { X }}_{1, m}\left[z^{-1}\right], \\
& A_{2}^{+}=\quad \operatorname{diag}\left\{a_{1}^{+}, a_{2}^{+}, \ldots, a_{r}^{+}, 1, \ldots, 1\right\} E_{2} \in \mathscr{F}_{m, m}\left[z^{-1}\right] .
\end{aligned}
$$

Observe that $A_{1}^{+}$and $A_{2}^{+}$are nonsingular matrices [18].
If

$$
A=A_{n} z^{-n}+A_{n+1} z^{-(n+1)}+\ldots \in \tilde{\mathscr{F}}_{l, m}\left(z^{-1}\right)
$$

we can denote

$$
\begin{aligned}
& A_{k}^{\prime}=\operatorname{transpose} \text { of } A_{k}, \\
& \operatorname{tr} \boldsymbol{A}=\operatorname{trace} \text { of } \boldsymbol{A}, \\
& \langle\boldsymbol{A}\rangle=A_{0}, \text { the term of } \boldsymbol{A} \text { at } z^{0}, \\
& \boldsymbol{A}^{=}=A_{n} z^{n}+A_{n+1} z^{n+1}+\ldots .
\end{aligned}
$$

Then the set $\mathfrak{F}_{l, m}^{+}\left\{z^{-1}\right\}$, viewed as a vector space over $\mathfrak{F}$, can be normed by introducing the quadratic norm $\|\cdot\|$ as follows

$$
\begin{equation*}
\|\boldsymbol{A}\|^{2}=\operatorname{tr}\left\langle\boldsymbol{A}^{=\prime} \boldsymbol{A}\right\rangle . \tag{9}
\end{equation*}
$$

In particular, consider

$$
A=A_{0}+A_{1} z^{-1}+\ldots+A_{n} z^{-n} \in \mathfrak{F}_{l, m}\left[z^{-1}\right]
$$

with $\partial A=n \geqq 0$. Then we define

$$
\begin{equation*}
A^{\sim}=z^{-n} A^{=}=A_{0} z^{-n}+A_{1} z^{-(n-1)}+\ldots+A_{n} \in \mathscr{F}_{l, m}\left[z^{-1}\right] . \tag{10}
\end{equation*}
$$

For any nonzero polynomial $a \in \mathscr{F}\left[z^{-1}\right]$ we define the polynomial

$$
a^{*}=a^{+} a^{-\sim},
$$

belonging again to $\mathfrak{F}\left[z^{-1}\right]$ and satisfying [18]

$$
\begin{equation*}
a^{=} a=a^{*=} a^{*} . \tag{11}
\end{equation*}
$$

Given a nonzero polynomial matrix $A \in \tilde{F}_{l, m}\left[z^{-1}\right]$ and let

$$
\begin{aligned}
& A^{\prime \prime \prime} A=E_{1}^{=\prime} \operatorname{diag}\left\{p_{1}^{=} p_{1}, \ldots, p_{s}^{=} p_{s}, 0, \ldots, 0\right\} E_{1}, \\
& A A^{=\prime}=E_{2} \operatorname{diag}\left\{q_{1} q_{1}^{=}, \ldots, q_{s} q_{s}^{=}, 0, \ldots, 0\right\} E_{2}^{=\prime}
\end{aligned}
$$

be the canonical decompositions of $A^{=\prime} A$ and $A A^{=\prime}$. Then we define the matrix $A_{1}^{*} \in \mathscr{F}_{s, m}\left[z^{-1}\right]$ by

$$
\operatorname{diag}\left\{p_{1}^{*}, \ldots, p_{s}^{*}, 0, \ldots, 0\right\} E_{1}=\left[\begin{array}{c}
A_{1}^{*}  \tag{12}\\
0
\end{array}\right]
$$

and the matrix $A_{2}^{*} \in \tilde{\mathscr{F}}_{l, s}\left[z^{-1}\right]$ by

$$
\begin{equation*}
E_{2} \operatorname{diag}\left\{q_{1}^{*}, \ldots, q_{s}^{*}, 0, \ldots, 0\right\}=\left[A_{2}^{*} 0\right] . \tag{13}
\end{equation*}
$$

$$
\begin{array}{ll}
A^{=\prime} A=A_{1}^{*=\prime} A_{1}^{*}, & A A^{=\prime}=A_{2}^{*} A_{2}^{*=\prime}, \\
\operatorname{rank} A_{1}^{*}=s, & \operatorname{rank} A_{2}^{*}=s .
\end{array}
$$

## MATRIX DIOPHANTINE EQUATIONS

When dealing with single-input single-output systems we have to solve linear Diophantine equations of the form

$$
\begin{equation*}
a x+b y=c \tag{14}
\end{equation*}
$$

where $a, b, c$ are given polynomials of $\mathscr{F}\left[z^{-1}\right]$ and $x, y$ are unknown polynomials. It is shown in $[12 ; 23]$ that equation (16) has a solution if and only if $(a, b) \mid c$. When $x_{0}, y_{0}$ is a particular solution of (14) then all solutions can be written as

$$
\begin{align*}
& x=x_{0}+\frac{b}{(a, b)} t  \tag{15}\\
& y=y_{0}-\frac{a}{(a, b)} t
\end{align*}
$$

where $t$ is an arbitrary polynomial of $\mathscr{F}\left[z^{-1}\right]$. If equation (14) is viewed over $\mathfrak{F}^{+}\left\{z^{-1}\right\}$, then $t$ in (15) is an arbitrary element of $\mathfrak{F}^{+}\left\{z^{-1}\right\}$. An effective algorithm to find $x_{0}, y_{0}$ is presented in [12].

In applications, we often seek for a particular solution $x^{0}, y^{0}$ such that $\partial y^{0}<\partial a$. To find the solution we apply the division algorithm

$$
y_{0}=\frac{a}{(a, b)} q+r, \quad \partial r<\partial \frac{a}{(a, b)}
$$

and, in view of (15),

$$
\begin{aligned}
& x^{0}=x_{0}+\frac{b}{(a, b)}\left(t_{0}+q\right) \\
& y^{0}=r-\frac{a}{(a, b)} t_{0}
\end{aligned}
$$

where $t_{0}$ is an arbitrary polynomial of $\mathfrak{F}\left[z^{-1}\right]$ with

$$
\partial t_{0}<\partial(a, b)
$$

In case $(a, b)=1$ the solution $x^{0}, y^{0}$ is uniquely determined by setting $t_{0}=0$ and has the property that $\partial y^{0}<\partial y$ for any $y$ satisfying (15).

In multivariable control problems we encounter linear Diophantine equations of the form

$$
\begin{equation*}
A X+Y B=C \tag{16}
\end{equation*}
$$

where $A \in \mathscr{F}_{l, p}\left[z^{-1}\right], B \in \mathscr{F}_{q, m}\left[z^{-1}\right], C \in \mathscr{F}_{l, m}\left[z^{-1}\right]$ are given polynomial matrices and $X \in \mathscr{F}_{p, m}\left[z^{-1}\right], Y \in \mathfrak{F}_{l, q}\left[z^{-1}\right]$ are unknown matrices. It is shown in [18] that equation (16) has a solution if and only if the matrices

$$
\left[\begin{array}{ll}
A & C \\
0 & B
\end{array}\right] \text { and }\left[\begin{array}{ll}
A & 0 \\
0 & B
\end{array}\right]
$$

have the same invariant polynomials.
Let

$$
\begin{aligned}
& A=E_{1 A} \operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{r}, 0, \ldots, 0\right\} E_{2 A}, \\
& B=E_{1 B} \operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{s}, 0, \ldots, 0\right\} E_{2 B}
\end{aligned}
$$

be the canonical decompositions of $A$ and $B$ and write $\bar{x}_{i j}$ for the elements of $\bar{X}=$ $=E_{2 A} X E_{2 B}^{-1}, \bar{y}_{i j}$ for the elements of $\bar{Y}=E_{1 A}^{-1} Y E_{1 B}$, and $\bar{c}_{i j}$ for the elements of $\bar{C}=$ $=E_{1 A}^{-1} C E_{2 B}^{-1}$. Then any solvable equation (16) is equivalent to the following sets of polynomial equations

$$
\begin{align*}
a_{i} \overline{\bar{x}}_{i j}+\overline{\bar{y}}_{i j} b_{j} & =\overline{\bar{c}}_{i j}, & & i=1,2, \ldots, r \quad \text { and } j=1,2, \ldots, s,  \tag{17}\\
a_{i} \bar{x}_{i j} & =\bar{c}_{i j}, & & i=1,2, \ldots, r \quad \text { and } j=s+1, \ldots, m \\
\bar{y}_{i j} b_{j} & =\bar{c}_{i j}, & & i=r+1, \ldots, l \text { and } j=1,2, \ldots, s,  \tag{19}\\
0 & =\bar{c}_{i j}, & & i=r+1, \ldots, l \text { and } j=s+1, \ldots, m . \tag{20}
\end{align*}
$$

The remaining elements $\bar{x}_{i j}$ and $\bar{y}_{i j}$ can be chosen arbitrarily within $\mathfrak{F}\left[z^{-1}\right]$.
As a consequence [18], a particular solution of equation (16) can be written as

$$
\begin{aligned}
& X_{0}=E_{2 A}^{-1}\left[\begin{array}{ll}
\bar{X}_{0,11} & \bar{X}_{0,12} \\
0 & 0
\end{array}\right] E_{2 B} \in \mathscr{F}_{p, m}\left[z^{-1}\right] \\
& Y_{0}=E_{1 A}\left[\begin{array}{ll}
\bar{Y}_{0,11} & 0 \\
\bar{Y}_{0,21} & 0
\end{array}\right] E_{1 B}^{-1} \in \mathfrak{F}_{l, q}\left[z^{-1}\right]
\end{aligned}
$$

where the elements $\bar{x}_{0, i j}$ of $\bar{X}_{0,11} \in \mathfrak{F}_{r, s}\left[z^{-1}\right]$ and the elements $\bar{y}_{0, i j}$ of $\bar{Y}_{0,11} \in$ $\in \mathscr{F}_{r, s}\left[z^{-1}\right]$ are particular solutions of (17), the elements $\bar{x}_{0, i j}$ of $\bar{X}_{0,12} \in \mathscr{F}_{r, m-s}\left[z^{-1}\right]$ are particular solutions of (18), and the elements $\bar{y}_{0, i j}$ of $\bar{Y}_{0,21} \in \mathcal{F}_{l-r, s}\left[z^{-1}\right]$ are particular solutions of (19).

$$
\begin{gather*}
X=X_{0}+E_{2 A}^{-1} T E_{2 B},  \tag{21}\\
Y=Y_{0}-E_{1 A} S E_{1 B}^{-1}, \\
T=\left[\begin{array}{ll}
T_{11} & 0 \\
T_{21} & T_{22}
\end{array}\right], \quad S=\left[\begin{array}{ll}
S_{11} & S_{12} \\
0 & S_{22}
\end{array}\right] .
\end{gather*}
$$

The elements of $T_{11} \in \mathscr{F}_{r, s}\left[z^{-1}\right]$ are $t_{i j} b_{j} /\left(a_{i}, b_{j}\right)$ and the elements of $S_{11} \in \mathscr{F}_{r, s}\left[z^{-1}\right]$ are $a_{i} t_{i j} /\left(a_{i}, b_{j}\right)$, where $t_{i j}$ are arbitrary polynomials of $\tilde{\mathscr{F}}\left[z^{-1}\right]$. The matrices $T_{21} \in$ $\in \mathscr{F}_{p-r, s}\left[z^{-1}\right], T_{22} \in \mathscr{F}_{p-r, m-s}\left[z^{-1}\right]$ and $S_{12} \in \mathscr{\mathscr { F }}_{r, q-s}\left[z^{-1}\right], S_{22} \in \mathscr{F}_{l-r . q-s}\left[z^{-1}\right]$ are arbitrary polynomial matrices.

It is to be noted that a particular solution $X^{0}, Y^{0}$ such that $\partial Y^{0}<\partial A$ cannot be, in general, found by application of the division algorithm but, instead, by analysis of the general solution $Y$, see [18].

When the $X$ and $Y$ are allowed to be matrices over $\mathscr{F}^{+}\left\{z^{-1}\right\}$ then the $t_{i j}$ in (21) are arbitrary elements of $\mathfrak{F}^{+}\left\{z^{-1}\right\}$ and so are the elements of $T_{21}, T_{22}$ and $S_{12}, S_{22}$.

## SYSTEM DESCRIPTION

Throughout the paper we shall consider finite-dimensional discrete linear constants $m$-input $l$-output systems defined over the field $\mathfrak{F}$. They are described by the equations

$$
\begin{align*}
\mathbf{x}_{k+1} & =\mathbf{A} \mathbf{x}_{k}+\mathbf{B u}_{k},  \tag{22}\\
\mathbf{y}_{k} & =\mathbf{C} \mathbf{x}_{k}+\mathbf{D} \mathbf{u}_{k},
\end{align*}
$$

where $k$ ranges over integers, $\mathbf{u} \in \mathscr{F}^{m}$ is the $m$-vector input, $\mathbf{y} \in \mathscr{F}^{l}$ is the $l$-vector output, $\mathbf{x} \in \mathscr{F}^{n}$ is the $n$-dimensional state vector, and $\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}$ are matrices over $\mathfrak{F}$ of appropriate dimensions [9].

The matrix sequence

$$
\begin{equation*}
S=\mathbf{C} z^{-1}\left(\mathbf{I}_{n}-z^{-1} \mathbf{A}\right)^{-1} \mathbf{B}+\mathbf{D} \in \tilde{\mathscr{F}}_{l, m}\left\{z^{-1}\right\} \tag{23}
\end{equation*}
$$

is called the impulse response matrix of the system. Conversely, any quadruple $\{\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}\}$ satisfying (23) is a realization of $\boldsymbol{S}$; if $\mathbf{A}$ is of least possible size the realization is minimal $[9 ; 15 ; 18]$.
The $S$ can be written as the ratio of a polynomial matrix and a polynomial, viz.

$$
\begin{equation*}
S=\frac{B}{a} \tag{24}
\end{equation*}
$$

where $a \in \mathscr{F}\left[z^{-1}\right], B \in \mathscr{F}_{l, m}\left[z^{-1}\right]$ and

$$
(a, B)=1, \quad\left(a, z^{-1}\right)=1
$$

$$
\begin{equation*}
S=\frac{b}{a} \in \mathscr{F}\left\{z^{-1}\right\} \tag{25}
\end{equation*}
$$

where both $a$ and $b$ belong to $\mathfrak{F}\left[z^{-1}\right]$.
While (25) completely describes a single-variable system, the ratio (24) tells very little about a multivariable system. We have to refine it as follows. Let

$$
B=E_{1} \operatorname{diag}\left\{g_{1}, g_{2}, \ldots, g_{r}, 0, \ldots, 0\right\} E_{2}
$$

be a canonical decomposition of $B$ and let

$$
\frac{g_{i}}{a}=\frac{b_{i}}{a_{i}}, \quad i=1,2, \ldots, r,
$$

after cancelling common factors. Then

$$
\frac{B}{a}=E_{1} \operatorname{diag}\left\{\frac{b_{1}}{a_{1}}, \frac{b_{2}}{a_{2}}, \ldots, \frac{b_{r}}{a_{r}}, 0, \ldots, 0\right\} E_{2}
$$

and, defining the matrices

$$
\begin{array}{ll}
B_{1}=E_{1} \operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{r}, 0, \ldots, 0\right\} & \in \mathscr{F}_{l, m}\left[z^{-1}\right],  \tag{26}\\
A_{2}=E_{2}^{-1} \operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{r}, 1, \ldots, 1\right\} & \in \mathscr{F}_{m, m}\left[z^{-1}\right], \\
A_{1}=\quad \operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{r}, 1, \ldots, 1\right\} E_{1}^{-1} \in \mathscr{F}_{l, 1}\left[z^{-1}\right], \\
B_{2}=\quad \operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{r}, 0, \ldots, 0\right\} E_{2} \in \mathscr{F}_{l, m}\left[z^{-1}\right],
\end{array}
$$

we can write

$$
\begin{equation*}
S=B_{1} A_{2}^{-1}=A_{1}^{-1} B_{2} . \tag{27}
\end{equation*}
$$

The above decomposition of $S$ into the product of a polynomial matrix and the inverse of another polynomial matrix is fundamental and plays the role similar to (25).

## RANDOM SEQUENCES

For convenience, we shall review some elementary facts about random sequences. For details consult $[3 ; 5 ; 8 ; 24 ; 25 ; 28 ; 30]$.
An $l$-vector random variable over $\mathfrak{F}$ is a vector function whose values belong to $\tilde{F}_{l, 1}$ and depend on the outcome of a chance event. The (ensemble) expectation of a random variable $\Delta$ will be denoted by $\mathbf{E} \Delta$.

$$
A=\left\{\ldots, A_{-1}, A_{0}, A_{1}, \ldots\right\}
$$

is called an $l$-vector random sequence over $\mathfrak{F}$. The $k$ function with values $\mathbf{E} A_{k}$ is called the mean-value vector of $\boldsymbol{A}$. The $s, t$ function whose values are $\mathrm{E} A_{s} A_{t}^{\prime}$ is the correlation matrix of $\boldsymbol{A}$. If

$$
\boldsymbol{B}=\left\{\ldots, B_{-1}, B_{0}, B_{1}, \ldots\right\}
$$

is another vector random sequence, the $s, t$ function with values $\mathbf{E}_{A_{s}} B_{t}^{\prime}$ is the crosscorrelation matrix of $\boldsymbol{A}$ and $\boldsymbol{B}$ (in this-order).

A vector random sequence is said to be (weakly) stationary if its mean-value vector is independent of $k$ and its correlation matrix depends only on $s-t$ and is bounded.

A stationary $l$-vector random sequence is called white if

$$
\begin{aligned}
\mathbf{E}\left(A_{s}-\mathbf{E} A_{s}\right)\left(A_{t}-\mathbf{E} A_{t}\right)^{\prime} & =\Omega, \quad s=t, \\
& =0, \quad s \neq t,
\end{aligned}
$$

where $\Omega \in \tilde{\mathscr{F}}_{1, l}$ is a symmetric nonnegative definite matrix.
An $l$-vector random sequence $\boldsymbol{A}$ over $\mathfrak{F}$ can be thought of as the output of an $q$-input $l$-output system $\mathscr{F}_{A}$ over $\mathscr{F}$ excited by a white $q$-vector random sequence $D$, see Fig. 5. The $\mathscr{F}_{A}$ is usually called the shaping filter of $\boldsymbol{A}$. This representation of $\boldsymbol{A}$ is essential for obtaining the main results of the paper.


In all that follows we shall confine ourselves to vector random sequences whose shaping filters are systems governed by equations (22). Such a sequence $\boldsymbol{A}$ is stationary if and only if the impulse response matrix $\boldsymbol{F}_{A}$ of $\mathscr{F}_{A}$ belongs to $\mathscr{F}_{l, q}^{+}\left\{z^{-1}\right\}$. Then the sequence

$$
\ldots+\Phi_{-1} z+\Phi_{0}+\Phi_{1} z^{-1}+\ldots,
$$

where

$$
\Phi_{k}=\mathbf{E}\left(A_{k+s}-\mathbf{E} A_{k+s}\right)\left(A_{s}-\mathbf{E} A_{s}\right)^{\prime}=\Phi_{-k}^{\prime},
$$

is the correlation matrix of $\boldsymbol{A}$. The $\Phi_{0}$ is called the covariance matrix of $\boldsymbol{A}$. If $\boldsymbol{B}$ is another stationary vector random sequence, the cross-correlation matrix of $\boldsymbol{A}$ and $\boldsymbol{B}$ can be written as

$$
\ldots+\Psi_{-1} z+\Psi_{0}+\Psi_{1} z^{-1}+\ldots
$$

where

$$
\Psi_{k}=\mathbf{E}\left(A_{k+s}-\mathbf{E} A_{k+s}\right)=\left(B_{s}-\mathbf{E} B_{s}\right)^{\prime} .
$$

$$
\ldots+\Phi_{-1} z+\Phi_{0}+\Phi_{1} z^{-1}+\ldots=F_{A}^{=} F_{A}^{\prime}
$$

and hence

$$
\begin{equation*}
\operatorname{tr} \Phi_{0}=\operatorname{tr}\left\langle F_{A}^{=} F_{A}^{\prime}\right\rangle=\operatorname{tr}\left\langle F_{A}^{=\prime} F_{A}\right\rangle=\left\|F_{A}\right\|^{2} \tag{28}
\end{equation*}
$$

by (9). In words, the trace of the covariance matrix ( $=$ sum of the variances of individual components) of a stationary vector random sequence $A$ can be interpreted as the squared quadratic norm of its shaping filter impulse response matrix $\boldsymbol{F}_{\boldsymbol{A}}$. In case of a scalar random sequence $A$ the $\Phi_{0}$ itself is the variance of $\boldsymbol{A}$ and hence the squared quadratic norm of $\boldsymbol{F}_{\boldsymbol{A}}$.

## CLOSED-LOOP STABILITY

Consider the closed-loop system configuration shown in Fig. 6, where $\mathscr{S}$ is the system to be controlled and $\mathscr{R}$ is the controller. The most important condition imposed on closed-loop control systems is that of stability. An extensive discussion of the closed-loop stability problem is given in [15] and [18].


Fig. 6. Closed-loop system configuration.

We shall first summarize the fundamental results for single-variable systems [15] and then proceed to multivariable systems [18].

Let $\mathscr{P}$ be a minimal realization of

$$
S=\frac{b}{a} \in \mathscr{F}\left\{z^{-1}\right\}
$$

$\mathscr{R}$ be a minimal realization of some $R \in \mathscr{F}\left\{z^{-1}\right\}$ and denote

$$
\begin{equation*}
K=\frac{S R}{1+S R} \tag{29}
\end{equation*}
$$

Then the closed-loop system is stable if and only if

$$
\begin{equation*}
K=b M, \quad 1-K=a N \tag{30}
\end{equation*}
$$

where $\boldsymbol{M}$ and $\boldsymbol{N}$ are elements of $\mathfrak{F}^{+}\left\{z^{-1}\right\}$ such that

$$
\begin{equation*}
b M+a N=1 \tag{31}
\end{equation*}
$$

This is a linear Diophantine equation over $\mathfrak{F}^{+}\left\{z^{-1}\right\}$ which has infinitely many
solutions $\boldsymbol{M}, \boldsymbol{N}$. The freedom in choosing $\boldsymbol{M}$ and $\boldsymbol{N}$ can be exploited for optimization.
Now let $\mathscr{S}$ be a minimal realization of

$$
S=B_{1} A_{2}^{-1}=A_{1}^{-1} B_{2} \in \tilde{F}_{l, m}\left\{z^{-1}\right\}
$$

$\mathscr{R}$ be a minimal realization of some $R \in \mathscr{F}_{m, l}\left\{z^{-1}\right\}$ and denote

$$
\begin{equation*}
K_{1}=S R\left(I_{l}+S R\right)^{-1}, \quad K_{2}=R S\left(I_{m}+R S\right)^{-1} \tag{32}
\end{equation*}
$$

Then the closed-loop system is stable if and only if

$$
\begin{array}{ll}
K_{1}=B_{1} M_{1}, & I_{l}-K_{1}=N_{1} A_{1}  \tag{33}\\
K_{2}=M_{2} B_{2}, & I_{m}-K_{2}=A_{2} N_{2}
\end{array}
$$

where $\boldsymbol{M}_{1} \in \mathscr{F}_{m, l}^{+}\left\{z^{-1}\right\}, \boldsymbol{N}_{1} \in \mathfrak{F}_{l,\{ }^{+}\left\{z^{-1}\right\}$ and $\boldsymbol{M}_{2} \in \mathfrak{F}_{m, l}^{+}\left\{z^{-1}\right\}, \quad \boldsymbol{N}_{2} \in \mathfrak{F}_{m, m}^{+}\left\{z^{-1}\right\}$ obey the linear Diophantine equations

$$
\begin{align*}
& B_{1} M_{1}+N_{1} A_{1}=I_{t}  \tag{34}\\
& A_{2} N_{2}+M_{2} B_{2}=I_{m} \tag{35}
\end{align*}
$$

It is shown in [18] that the $\boldsymbol{M}_{1}, \boldsymbol{N}_{1}$ and $\boldsymbol{M}_{2}, \boldsymbol{N}_{2}$ satisfy the mutual relations

$$
\begin{align*}
& A_{2} M_{1}=M_{2} A_{1}  \tag{36}\\
& N_{1} B_{2}=B_{1} N_{2}
\end{align*}
$$

by virtue of (32) and (33).
If $l=m=1$ we have

$$
A_{1}=A_{2}=a, \quad B_{1}=B_{2}=b, \quad K_{1}=K_{2}=K
$$

and equations (34) and (35) reduce to equation (31).
As shown in $[15,18]$ the closed-loop system need not be a minimal realization of $K_{1}$ and $\boldsymbol{K}_{2}$ even if the $\mathscr{S}$ and $\mathscr{R}$ are minimal realizations of $S$ and $\boldsymbol{R}$. Then the above result demands that, in addition to stability of the minimal realization of $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$, the remaining part of the closed-loop system, which has no relation to $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$, should also be stable. This part appears due to the mode cancellations in the cascades $\mathscr{S} \mathscr{R}$ and $\mathscr{R} \mathscr{S}$.

## STOCHASTIC CONTROL

In this section we shall transform problems (1) through (4) into a common framework and give the formal definition and complete solution of the general stochastic control problem.

$$
\begin{array}{ll}
\mathscr{S} & =\text { system to be controlled } \\
\mathscr{R} & =\text { controller } \\
\mathscr{F}_{W} & =\text { shaping filter of } W \\
\boldsymbol{W} & =\text { random input sequence } \\
\boldsymbol{D} & =\text { white random sequence } \\
\boldsymbol{U} & =\text { system input sequence } \\
\boldsymbol{Y} & =\text { system output sequence } \\
\boldsymbol{E} & =\text { error sequence }
\end{array}
$$

Further denote respectively $\boldsymbol{F}_{U}$ and $\boldsymbol{F}_{\boldsymbol{E}}$ the impulse response matrices of the shaping filters $\mathscr{F}_{U}$ and $\mathscr{F}_{E}$ that generate the random sequences $\boldsymbol{U}$ and $\boldsymbol{E}$, i.e.

$$
\boldsymbol{U}=\boldsymbol{F}_{U} \boldsymbol{D}, \quad \boldsymbol{E}=\boldsymbol{F}_{E} \boldsymbol{D}
$$

The optimality criterion to be minimized will be chosen as $\left\|F_{E}\right\|^{2}$, which can be interpreted as the sum of steady-state variances of the error sequence components

Fig. 7. The general stochastic control problem.


The mean value of the error sequence is immaterial since it has no effect upon the steady-state variances. The optimality criterion simply disregards the mean values. If the error is a zero-mean random sequence then this criterion coincides with the root-mean-square error criterion $[2 ; 30 ; 31]$.

For the moment, we introduce the following notation:

$$
C=F_{C} D, \quad V=F_{V} D
$$

$S_{1}=$ impulse response matrix of $\mathscr{S}_{1}$,
$\Phi_{c c}=$ correlation matrix of $C$,
$\Phi_{V V}=$ correlation matrix of $V$,

$$
\Phi_{C V}=\text { cross-correlation matrix of } C \text { and } V
$$

Then it is clear that problems (1) through (4) can be expressed in terms of Fig. 7 when identifying

$$
\boldsymbol{F}_{W}=\boldsymbol{F}_{\boldsymbol{C}}
$$

sub 2

$$
\boldsymbol{F}_{W}=\boldsymbol{S}_{1} \boldsymbol{F}_{V},
$$

sub 3

$$
\boldsymbol{F}_{W}^{=} \boldsymbol{F}_{W}^{\prime}=\Phi_{c c}+\Phi_{C V}+\Phi_{c V}^{=\prime}+\Phi_{V V}
$$

sub 4

$$
F_{W}^{=} \boldsymbol{F}_{W}^{\prime}=\Phi_{C C}-\Phi_{C V} S_{1}^{\prime}-S_{1}^{=} \Phi_{C V}^{=\prime}+\Phi_{V V}
$$

Now we can give an exact formulation of the general stochastic control problem. It is instructive and certainly worthwhile to begin with the special case of singlevariable systems and then generalize.
(37) Given a system $\mathscr{S}$ which is a minimal realization of

$$
S=\frac{b}{a} \in \mathscr{F}\left\{z^{-1}\right\}, \quad b \neq 0
$$

and a random sequence $W$ by its shaping filter $\boldsymbol{F}_{W}$ which is a (not necessarily minimal) realization of

$$
F_{W}=\frac{q}{p} \in \mathscr{F}\left\{z^{-1}\right\}, \quad q \neq 0
$$

Find a controller $\mathscr{R}$ which is a minimal realization of some $R \in \mathscr{F}\left\{z^{-1}\right\}$ such that the closed-loop system is stable, the $\boldsymbol{F}_{U}$ is stable, and the $\left\|\boldsymbol{F}_{E}\right\|^{2}$ is minimized.

For further reference define

$$
\begin{equation*}
\frac{a}{p}=\frac{a_{0}}{p_{0}} \tag{38}
\end{equation*}
$$

after cancelling common factors. Then we have the following result, which is a generalization of a similar result in [27].

Theorem 1. Problem (37) has a solution if and only if the linear Diophantine equation

$$
\begin{equation*}
b^{-} x+p a_{0}^{-} y=b^{-\sim} q^{*} a_{0}^{-\sim} \tag{39}
\end{equation*}
$$

has a solution $x^{0}, y^{0}$ such that $\partial y^{0}<\partial b^{-}$and

$$
\begin{gathered}
\boldsymbol{M}=\frac{x^{0}}{b^{*} q^{*} a_{0}^{-\sim}}, \quad \boldsymbol{N}=\frac{p_{0} y^{0}}{b^{-\sim} q^{*} a_{0}^{*}} \\
\boldsymbol{F}_{U}=a \boldsymbol{M} \boldsymbol{F}_{W}, \quad \boldsymbol{F}_{E}=a N \boldsymbol{F}_{W}
\end{gathered}
$$

belong to $\mathscr{F}^{+}\left\{z^{-1}\right\}$.
The optimal controller is unique and it is given as a minimal realization of

$$
\begin{equation*}
R=\frac{M}{N} \tag{40}
\end{equation*}
$$

(41)

$$
\left\|\boldsymbol{F}_{E}\right\|_{\text {min }}^{2}=\left\langle\left(\frac{y^{0}}{b^{-}}\right)^{=}\left(\frac{y^{0}}{b^{-}}\right)\right\rangle .
$$

Proof. In order to minimize the variance $\left\|\boldsymbol{F}_{E}\right\|^{2}$ of $\boldsymbol{E}$ we shall assume that $\boldsymbol{F}_{\boldsymbol{E}}$ is stable, whereby the $\boldsymbol{E}$ is a stationary random sequence and
(42)

$$
\left\|\boldsymbol{F}_{E}\right\|^{2}=\left\langle\boldsymbol{F}_{E}^{=} \boldsymbol{F}_{E}\right\rangle
$$

in view of (28). Then we will manipulate the expression $\left\langle\boldsymbol{F}_{E}^{=} \boldsymbol{F}_{E}\right\rangle$ so as to make the minimizing choice of $\boldsymbol{R}$ obvious.

Write

$$
\boldsymbol{F}_{\boldsymbol{E}}=(1-\boldsymbol{K}) \boldsymbol{F}_{\boldsymbol{W}} .
$$

Denoting
(43)

$$
\boldsymbol{F}_{E}^{*}=(1-\boldsymbol{K}) \frac{q^{*}}{p},
$$

it is clear that
(44)

$$
F_{E}^{=} F_{E}=F_{E}^{=*} F_{E}^{*}
$$

by virtue of (11) and
(45)

$$
\boldsymbol{F}_{E}=\boldsymbol{F}_{E}^{*} \frac{q^{-}}{q^{-\sim}} .
$$

To guarantee a stable closed-loop system we have to set $K=b M$ for some $\boldsymbol{M} \in \mathfrak{F}^{+}\left\{z^{-1}\right\}$, see (30). Then

$$
\begin{equation*}
\boldsymbol{F}_{E}^{*}=\frac{q^{*}}{p}-b \boldsymbol{M} \frac{q^{*}}{p} \tag{46}
\end{equation*}
$$

and

$$
\begin{gathered}
\boldsymbol{F}_{E}^{*=} \boldsymbol{F}_{E}^{*}=\frac{q^{*=} q^{*}}{p^{=} p}-\frac{q^{*=}}{p} b \boldsymbol{M} \frac{q^{*}}{p}-\frac{q^{*=}}{p^{=}} \boldsymbol{M}^{=} b=\frac{q^{*}}{p}+ \\
+\frac{q^{*=}}{p^{*}} \boldsymbol{M}^{=} b^{=} b \boldsymbol{M} \frac{q^{*}}{p}=\left(\frac{b^{=} q^{*}}{b^{*=} p}-\frac{b^{*} q^{*}}{p} \boldsymbol{M}\right)=\left(\frac{b^{=} q^{*}}{b^{*=} p}-\frac{b^{*} q^{*}}{p} \boldsymbol{M}\right)
\end{gathered}
$$

after rearranging. Since

$$
\frac{b^{=}}{b^{*}}=\frac{b^{-=}}{b^{-}}=\frac{b^{-\sim}}{b^{-}}
$$

by (10) and the definition of $b^{*}$, and since

$$
\left(\frac{a_{0}^{-\sim}}{a_{0}^{-}}\right)^{=}\left(\frac{a_{0}^{-\sim}}{a_{0}^{-}}\right)=1,
$$

$$
\begin{equation*}
\boldsymbol{F}_{E}^{*}=\boldsymbol{F}_{E}^{*}=\boldsymbol{F}_{E 0}^{\approx=} \boldsymbol{F}_{E 0}, \tag{47}
\end{equation*}
$$

where
(48)

$$
\boldsymbol{F}_{E 0}=\frac{b^{-\sim} q^{*} a_{0}^{-\sim}}{b^{-} p a_{0}^{-}}-\frac{b^{*} q^{*} a_{0}^{-\sim}}{p a_{0}^{-}} \boldsymbol{M} .
$$

Now take the partial fraction expansion

$$
\begin{equation*}
\frac{b^{-\sim} q^{*} a_{0}^{-\sim}}{b^{-} p a_{0}^{-}}=\frac{y}{b^{-}}+\frac{x}{p a_{0}^{-}} . \tag{49}
\end{equation*}
$$

It follows that the polynomials $x$ and $y$ are governed by equation (39).
In view of (48) and (49) we can write

$$
\begin{equation*}
F_{E O}=\frac{y}{b^{-}}+\boldsymbol{Z}, \tag{50}
\end{equation*}
$$

where
(51)

$$
\boldsymbol{Z}=\frac{x}{p a_{0}^{-}}-\frac{b^{*} q^{*} a_{0}^{-\sim}}{p a_{0}^{-}} \boldsymbol{M} .
$$

Then, by (44), (47), and (50),
(52) $\left\langle\boldsymbol{F}_{E}^{=} \boldsymbol{F}_{E}\right\rangle=\left\langle\left(\frac{y}{b^{-}}\right)^{=}\left(\frac{y}{b^{-}}\right)\right\rangle+\left\langle\left(\frac{y}{b^{-}}\right)^{=} \boldsymbol{Z}\right\rangle+\left\langle\boldsymbol{Z}^{=}\left(\frac{y}{b^{-}}\right)\right\rangle+\left\langle\boldsymbol{Z}^{=} \boldsymbol{Z}\right\rangle$.

Any solution of equation (39) can be written as

$$
\begin{align*}
& x=x^{0}+\frac{p a_{0}^{-}}{\left(b^{-}, p a_{0}^{-}\right)} t  \tag{53}\\
& y=y^{0}-\frac{b^{-}}{\left(b^{-}, p a_{0}^{-}\right)} t \tag{54}
\end{align*}
$$

where $t \in \mathscr{F}\left[z^{-1}\right]$ arbitrary and

$$
\begin{equation*}
\partial y^{0}<\partial b^{-} \tag{55}
\end{equation*}
$$

The key observation is that

$$
\left(\frac{y^{0}}{b^{-}}\right)^{=}=\frac{y^{0 \sim}}{b^{-\sim}} z^{-\left(\partial b--\partial y^{0}\right)}
$$

is divisible by $z^{-1}$ due to (55). Therefore

$$
\left\langle\left(\frac{y^{0}}{b^{-}}\right)^{=} \boldsymbol{Z}\right\rangle=0,\left\langle\left(\frac{y^{0}}{b^{-}}\right)^{=} \frac{t}{\left(b^{-}, p a_{0}^{-}\right)}\right\rangle=0
$$

and after substituting (54) into (52) we have
(56) $\left\langle\boldsymbol{F}_{E}^{=} \boldsymbol{F}_{E}\right\rangle=\left\langle\left(\frac{y^{0}}{b^{-}}\right)^{=}\left(\frac{y^{0}}{b^{-}}\right)\right\rangle+\left\langle\left(Z-\frac{t}{\left(b^{-}, p a_{0}^{-}\right)}\right)^{=}\left(Z-\frac{t}{\left(b^{-}, p a_{0}^{-}\right)}\right)\right\rangle$.

The first term on the right-hand side of (56) cannot be affected by any choice of $\boldsymbol{M}$ (and hence $R$ ). The best we can do to minimize (56) is to set

$$
\begin{equation*}
Z-\frac{t}{\left(b^{-}, p a_{0}^{-}\right)}=0, \tag{57}
\end{equation*}
$$

i.e.

$$
\frac{x}{p a_{0}^{-}}-\frac{b^{*} q^{*} a_{0}^{-\sim}}{p a_{0}^{-}} \boldsymbol{M}-\frac{t}{\left(b^{-}, p a_{0}^{-}\right)}=0
$$

by (51). But

$$
\frac{x}{p a_{0}^{-}}-\frac{t}{\left(b^{-}, p a_{0}^{-}\right)}=\frac{x^{0}}{p a_{0}^{-}}
$$

see (53). Hence (56) is minimized by setting

$$
\begin{equation*}
\boldsymbol{M}=\frac{x^{0}}{b^{*} q^{*} a_{0}^{-\sim}} . \tag{58}
\end{equation*}
$$

Substituting (58) into (46) we obtain

$$
\begin{gather*}
\boldsymbol{F}_{E}^{*}=\frac{q^{*}}{p}-\frac{b^{-} x^{0}}{b^{-\sim} p a_{0}^{-\sim}}=\frac{b^{-\sim} q^{*} a_{0}^{-\sim}-b^{-} x^{0}}{b^{-\tau} p a_{0}^{-\sim}}=  \tag{59}\\
=\frac{p a_{0}^{-} y^{0}}{b^{-\sim} p a_{0}^{-\sim}}=\frac{a_{0}^{-} y^{0}}{a_{0}^{-\sim} b^{-\sim}}
\end{gather*}
$$

on using equation (39). Now consider (43) and set $1-K=a N$ for some $N \in$ $\in \mathscr{F}^{+}\left\{z^{-1}\right\}$ to guarantee a stable closed-loop system, see (30). Then

$$
\begin{equation*}
\boldsymbol{F}_{E}^{*}=a N \frac{q^{*}}{p}=a_{0} N \frac{q^{*}}{p_{0}} \tag{60}
\end{equation*}
$$

and the comparison of (59) and (60) yields

$$
\begin{equation*}
N=\frac{p_{0} y^{0}}{b^{-\sim} q^{*} a_{0}^{*}} . \tag{61}
\end{equation*}
$$

Observe that the $M$ and $N$ satisfy the Diophantine equation (31). Therefore, the closed-loop system will be stable if and only if both $\boldsymbol{M}$ and $N$ are stable. Moreover, we have to require that

$$
\boldsymbol{F}_{U}=a \boldsymbol{M} \boldsymbol{F}_{W}=\frac{a_{0}^{-} q^{-}}{a_{0}^{-\sim} q^{-\sim}} \frac{a_{0}^{+} x^{0}}{p_{0} b^{*}}
$$

be stable according to the problem statement, and that

$$
\boldsymbol{F}_{E}=a \boldsymbol{N} \boldsymbol{F}_{W}=\frac{a_{0}^{-} q^{-}}{a_{0}^{-\sim} q^{-\sim}} \frac{y^{0}}{b^{-\sim}}
$$

be stable to satisfy hypothesis (42). It can be seen that the $\boldsymbol{F}_{\boldsymbol{E}}$ is always stable, see equation (39), and hence the minimized steady-state variance of $\boldsymbol{E}$ is given by (41) on applying (42), (56) and (57).
The optimal controller is given as a minimal realization of

$$
\boldsymbol{R}=\frac{1}{\boldsymbol{S}} \frac{\boldsymbol{K}}{1-\boldsymbol{K}}=\frac{\boldsymbol{M}}{\boldsymbol{N}}=\frac{a_{0}^{+} x^{0}}{p_{0} b^{*} y^{0}}
$$

by virtue of (29), (30) and (58), (61).
In order that the $\boldsymbol{F}_{U}$ may be stable it is necessary that $p_{0}$ be stable, i.e. $p^{-} \mid a$ by (42). Then $\left(b^{-}, p a_{0}^{-}\right)=1$ and the solution $x^{0}, y^{0}$ satisfying $\partial y^{0}<\partial b^{-}$exists and has also the property that $y^{0}$ is of least possible degree among all solutions of (39). As such a solution is unique, the optimal controller $\mathscr{R}$ is also unique.

It is to be noted that the input random sequence $W$ was not assumed stationary in the sense that $\mathscr{F}_{W}$ does not have to be stable. For unstable $\mathscr{F}_{W}$, however, the problem (41) can have a solution only if $p^{-} \mid a$. This can hardly be exactly satisfied in practice due to the parameter fluctuations unless the unstable part of $\mathscr{F}_{W}$ is actually a part of the system $\mathscr{S}$ through which the random sequence passes on its way to system output. As typical examples in this line serve problems (2) and (4) when a stationary disturbance $V$ passes through an unstable part $\mathscr{S}_{1}$ of $\mathscr{S}$, see Example 1.

Example 1. Consider problem (2) for the system $\mathscr{S}=\mathscr{S}_{1} \mathscr{S}_{2}$, where

$$
S_{1}=\frac{z^{-1}}{\left(1-z^{-1}\right)\left(1-1 \cdot 5 z^{-1}\right)}, \quad S_{2}=1
$$

and the disturbance $\boldsymbol{V}$ which is a zero-mean white random sequence over $\mathfrak{F}$ with shaping filter

$$
F_{V}=1
$$

Note that the $\mathscr{S}$ is not stable. It can be thought of as a two-phase servomotor with small rotor resistance, operating at low speeds. At this mode of operation the shaft torque increases with increasing speed.

Transforming the problem into the general configuration shown in Fig. 7 we obtain

$$
\begin{aligned}
\boldsymbol{S} & =\frac{z^{-1}}{\left(1-z^{-1}\right)\left(1-1.5 z^{-1}\right)}, \\
\boldsymbol{F}_{W} & =\frac{z^{-1}}{\left(1-z^{-1}\right)\left(1-1 \cdot 5 z^{-1}\right)} .
\end{aligned}
$$

Applying Theorem 1 we compute

$$
\begin{array}{ll}
b^{+}=1, & b^{-}=z^{-1} \\
a_{0}^{+}=1, & a_{0}^{-}=1 \\
q^{*}=1, & p_{0}=1
\end{array}
$$

and solve the equation

$$
\begin{equation*}
z^{-1} x+\left(1-z^{-1}\right)\left(1-1 \cdot 5 z^{-1}\right) y=1 \tag{62}
\end{equation*}
$$

Using the algorithm described in [12] we find the solution $x^{0}, y^{0}$ satisfying $\partial y^{0}<\mathrm{I}$ to be

$$
\begin{aligned}
& x^{0}=2 \cdot 5-1 \cdot 5 z^{-1} \\
& y^{0}=1
\end{aligned}
$$

Then

$$
\begin{array}{ll}
\boldsymbol{M}=2 \cdot 5-1 \cdot 5 z^{-1}, & N=1 \\
\boldsymbol{F}_{U}=2 \cdot 5 z^{-1}-1 \cdot 5 z^{-2}, & F_{E}=z^{-1}
\end{array}
$$

all belong to $\mathfrak{F}^{+}\left\{z^{-1}\right\}$ and hence the optimal controller exists and is given as a minimal realization of

$$
R=2.5-1.5 z^{-1}
$$

by (40).
Since $F_{\bar{E}}^{\bar{E}} \boldsymbol{F}_{E}=1$, the random sequence $\boldsymbol{E}$ (the output of $\mathscr{S}$ in Fig. 2) approaches a white random sequence with variance $\left\|\boldsymbol{F}_{E}\right\|_{\text {min }}^{2}=1$, even though the random sequence $\boldsymbol{W}$ is not stationary.

Example 2. Consider problem (1) for the system $\mathscr{P}$ over $\mathscr{F}$ which is a minimal realization of

$$
S=\frac{z^{-1}}{\left(1-z^{-1}\right)\left(1-0 \cdot 4 z^{-1}\right)}
$$

and the zero-mean random sequence $\boldsymbol{C}$ by its shaping filter

$$
\boldsymbol{F}_{C}=\frac{1}{1-0.5 z^{-1}}
$$

$$
\boldsymbol{F}_{W}=\frac{1}{1-0 \cdot 5 z^{-1}}
$$

## Hence

$$
\begin{array}{ll}
b^{+}=1, & b^{-}=z^{-1}, \\
a_{0}^{+}=1-0.4 z^{-1}, & a_{0}^{-}=1-z^{-1}, \\
q^{*}=1, & p_{0}=1-0.5 z^{-1},
\end{array}
$$

and equation (39) reads

$$
z^{-1} x+\left(1-0.5 z^{-1}\right)\left(1-z^{-1}\right) y=z^{-1}-1
$$

The solution $x^{0}, y^{0}$ with $\partial y^{0}<1$ is

$$
\begin{aligned}
& x^{0}=-0 \cdot 5\left(1-z^{-1}\right) \\
& y^{0}=-1
\end{aligned}
$$

and it yields
(63)

$$
\begin{aligned}
& M=0.5, \quad N=\frac{1-0.5 z^{-1}}{\left(1-z^{-1}\right)\left(1-0.4 z^{-1}\right)} \\
& \boldsymbol{F}_{U}=0.5 \frac{\left(1-z^{-1}\right)\left(1-0.4 z^{-1}\right)}{1-0.5 z^{-1}}, \quad \boldsymbol{F}_{E}=1 .
\end{aligned}
$$

Since the $\boldsymbol{N}$ is not stable the closed-loop system would not be stable, either, and hence the error variance never reaches its steady state. We conclude that the problem has no solution. As a rule, it is impossible to design a stable closed-loop positioning system that would follow a zero-mean stationary random signal in the minimum variance sense. To avoid this impass we usually introduce a nonzero mean value and take it into computations in several ways, see [2; 30].

Example 3. Consider problem (2) for the system $\mathscr{S}=\mathscr{S}_{1} \mathscr{S}_{2}$ over $\mathscr{F}$ which is a minimal realization of

$$
S_{1}=1, \quad S_{2}=\frac{z^{-1}\left(1-z^{-1}\right)}{z^{-1}-2}
$$

and for the random disturbance $V$ given by

$$
\boldsymbol{F}_{V}=\frac{4-3 z^{-1}+z^{-2}}{z^{-1}-2}
$$

Clearly, we have

$$
\boldsymbol{S}=\frac{z^{-1}\left(1-z^{-1}\right)}{z^{-1}-2}, \quad \boldsymbol{F}_{W}=\frac{4-3 z^{-1}+z^{-2}}{z^{-1}-2}
$$

in Fig. 7 and

$$
b^{+}=1, \quad b^{-}=z^{-1}\left(1-z^{-1}\right)
$$

$$
\begin{array}{ll}
a_{0}^{+}=1, & a_{0}^{-}=1 \\
q^{*}=4-3 z^{-1}+z^{-2}, & p_{0}=1
\end{array}
$$

Thus equation (39) becomes

$$
z^{-1}\left(1-z^{-1}\right) x+\left(z^{-1}-2\right) y=\left(z^{-1}-1\right)\left(4-3 z^{-1}+z^{-2}\right)
$$

and the solution $x^{0}, y^{0}$ with $\partial y^{0}<2$ is

$$
\begin{aligned}
& x^{0}=1-z^{-1} \\
& y_{0}=2\left(1-z^{-1}\right) .
\end{aligned}
$$

We obtain

$$
\begin{gathered}
M=-\frac{1}{4-3 z^{-1}+z^{-2}}, \quad N=-\frac{2}{\left(4-3 z^{-1}+z^{-2}\right)\left(z^{-1}-2\right)} \\
\boldsymbol{F}_{U}=-1, \quad \boldsymbol{F}_{E}=\frac{2}{2-z^{-1}}
\end{gathered}
$$

which all belong to $\mathfrak{F}^{+}\left\{z^{-1}\right\}$, and hence the optimal controller is a minimal realization of

$$
R=\frac{z^{-1}-2}{2}
$$

It should be noted that the optimal and stable solution exists (the steady-state system output is even a white random sequence) though the system $\mathscr{S}$ does not enjoy the minimum-phase property. This result serves as a counterexample to the common fallacy that a system with zeros at the stability boundary cannot be stably controlled in the minimum variance sense [27].

Now we proceed to the multivariable case.
(64) Given a system $\mathscr{S}$ which is a minimal realization of

$$
S=\frac{B}{a} \in \mathscr{F}_{l, m}\left\{z^{-1}\right\}, \quad B \neq 0
$$

and a vector random sequence $W$ by its shaping filter $\boldsymbol{F}_{\boldsymbol{W}}$ which is a not necessarily minimal) realization of

$$
F_{W}=\frac{Q}{p} \in \mathscr{F}_{l, q}\left\{z^{-1}\right\}, \quad Q \neq 0
$$

Find a controller $\mathscr{R}$ which is a minimal realization of some $\boldsymbol{R} \in \mathscr{F}_{m, l}\left\{z^{-1}\right\}$ such that the closed-loop system is stable, the $F_{U}$ is stable, and the $\left\|F_{E}\right\|^{2}$ is minimized.

For further reference denote $\operatorname{rank} B=r$ and write

$$
S=B_{1} A_{2}^{-1}=A_{1}^{-1} B_{2}
$$

By (26) and (8) the $B_{1}$ can be written as $B_{1}=B_{1}^{-} B_{2}^{+}$and

$$
B_{1}^{-}=\left[B_{11}^{-}, 0\right],
$$

where $B_{11}^{-} \in \mathscr{F}_{l, r}\left[z^{-1}\right], 0 \in \mathscr{F}_{l, m-r}\left[z^{-1}\right]$ and rank $B_{11}^{-}=r$. Then, using (12),

$$
B_{11}^{-=} B_{11}^{-}=\left(B_{11}^{-}\right)^{*=\prime}\left(B_{11}^{-}\right)^{*=},
$$

where $\left(B_{11}^{-}\right)^{*} \in \mathscr{W}_{r, r}\left[z^{-1}\right]$ and $\operatorname{rank}\left(B_{11}^{-}\right)^{*}=r$. For convenience, denote $H=$ $=\left(B_{11}^{-}\right)^{*}$ and

$$
\begin{equation*}
d=\partial B_{11}^{-}-\partial H \tag{65}
\end{equation*}
$$

Further let rank $Q=s$ and employing (8) write $Q=Q_{1}^{+} Q_{2}^{-}$, where by definition

$$
Q_{2}^{-}=\left[\begin{array}{c}
Q_{21}^{-} \\
0
\end{array}\right]
$$

with $Q_{21}^{-} \in \mathscr{X}_{s, q}\left[z^{-1}\right], 0 \in \mathscr{F}_{l-s, q}\left[z^{-1}\right]$ and rank $Q_{21}^{-}=s$. Then, using (13),

$$
Q_{21}^{-=} Q_{21}^{-\prime}=\left(Q_{21}^{-}\right)^{*=}\left(Q_{21}^{-}\right)^{* \prime},
$$

where $\left(Q_{21}^{-}\right)^{*} \in \tilde{\mathscr{F}}_{s, 5}\left[z^{-1}\right]$ and $\operatorname{rank}\left(Q_{21}^{-}\right)^{*}=s$. For convenience, denote $L=$ $=\left(Q_{21}^{-}\right)^{*}$ and

$$
Q^{*}=Q_{1}^{+}\left[\begin{array}{l}
L  \tag{66}\\
0
\end{array}\right] \in \tilde{F}_{l, s}\left[z^{-1}\right] .
$$

We shall also use the notation

$$
A_{1} \frac{Q^{*}}{p}=\frac{F}{p_{0}},
$$

where $\left(p_{0}, F\right)=1$, and write $F=F_{1}^{+} F_{2}^{-}$. In view of (8) the $F_{2}^{-}$can be written in the form

$$
F_{2}^{-}=\left[\begin{array}{c}
F_{21}^{-} \\
0
\end{array}\right]
$$

with $F_{21}^{-} \in \mathscr{S}_{s, s}\left[z^{-1}\right], 0 \in \mathscr{F}_{1-s, s}\left[z^{-1}\right]$ and $\operatorname{rank} F_{21}^{-}=s$. Then, using (13),

$$
F_{21}^{-} F_{21}^{-=\prime}=\left(F_{21}^{-}\right)^{*}\left(F_{21}^{-}\right)^{*=\prime},
$$

where $\left(F_{21}^{-}\right) * \in \mathfrak{F}_{s, s}\left[z^{-1}\right]$ and rank $\left(F_{21}^{-}\right)^{*}=s$. For convenience, denote $G=\left(F_{21}^{-}\right)$. It can be shown [18] that

$$
\begin{equation*}
\partial F_{21}^{-}-\partial G=0 \tag{67}
\end{equation*}
$$

We have the following fundamental result.

Theorem 2. Problem (64) has a solution if and only if the linear Diophantine equation

$$
\begin{equation*}
z^{-d} H^{\sim \prime} X+Y G^{\sim \prime} p=B_{11}^{-\sim^{\prime}} Q^{*} F_{21}^{-\sim \prime} \tag{68}
\end{equation*}
$$

has a solution $X^{0} \in \mathscr{F}_{r, s}\left[z^{-1}\right], Y^{0} \in \mathscr{F}_{r, s}\left[z^{-1}\right]$ such that $\partial Y^{0}<\partial z^{-d} H^{\sim}$ and the linear Diophantine equations

$$
\begin{align*}
& B_{1} M_{1}+N_{1} A_{1}=I_{l}  \tag{69}\\
& A_{2} N_{2}+M_{2} B_{2}=I_{m} \tag{70}
\end{align*}
$$

and
(71)

$$
\begin{aligned}
& A_{2} M_{1}=M_{2} A_{1} \\
& B_{1} N_{2}=N_{1} B_{2}
\end{aligned}
$$

have solutions $\boldsymbol{M}_{1} \in \mathfrak{F}_{m, l}^{+}\left\{z^{-1}\right\}, \boldsymbol{N}_{1} \in \mathfrak{F}_{l, l}^{+}\left\{z^{-1}\right\}$ and $\boldsymbol{M}_{2} \in \mathfrak{F}_{m, l}^{+}\left\{z^{-1}\right\}, \boldsymbol{N}_{2} \in \mathfrak{F}_{m, m}^{+}\left\{z^{-1}\right\}$ satisfying

$$
H \boldsymbol{M}_{11} F_{21}^{-\sim^{\prime}}=X^{0}, \quad B_{2}^{+} \boldsymbol{M}_{1} Q^{*}=\left[\begin{array}{l}
\boldsymbol{M}_{11}  \tag{72}\\
\boldsymbol{M}_{21}
\end{array}\right]
$$

$$
B_{11}^{-\sim} N_{11} G=Y^{0} p_{0}, \quad N_{1} F_{1}^{+}=\left[\begin{array}{ll}
N_{11} & N_{12} \tag{73}
\end{array}\right]
$$

and

$$
\begin{array}{lll}
\boldsymbol{F}_{U}=A_{2} \boldsymbol{M}_{1} \boldsymbol{F}_{W} & \text { belongs to } & \tilde{\mathscr{F}}_{m, q}^{+}\left\{z^{-1}\right\} \\
\boldsymbol{F}_{E}=\boldsymbol{N}_{1} A_{1} \boldsymbol{F}_{W} & \text { belongs to } & \tilde{\mathscr{V}}_{i, q}^{+}\left\{z^{-1}\right\}
\end{array}
$$

The optimal controller is not unique, in general, and all optimal controllers are given as minimal realizations of

$$
\begin{equation*}
\boldsymbol{R}=M_{2} \boldsymbol{N}_{1}^{-1}=\boldsymbol{N}_{2}^{-1} M_{1} \tag{74}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
&\left\|\boldsymbol{F}_{E}\right\|_{\text {min }}^{2}=\operatorname{tr}\left\langle\left(\left(H^{\sim \prime}\right)^{-1} Y^{0}\right)^{\prime \prime}\left(\left(H^{\sim^{\prime}}\right)^{-1} Y^{0}\right)\right\rangle+  \tag{75}\\
&+\operatorname{tr}\left\langle\boldsymbol{F}_{W}^{-\prime} \boldsymbol{F}_{W}\right\rangle-\operatorname{tr}\left\langle\boldsymbol{F}_{W}^{-\prime} B_{11}^{-} H^{-1}\left(H^{-\prime}\right)^{-1} B_{11}^{-=\prime} \boldsymbol{F}_{W}\right\rangle .
\end{align*}
$$

Proof. In order to minimize the sum of variances $\left\|\boldsymbol{F}_{E}\right\|^{2}$ we shall assume that $\boldsymbol{F}_{E}$ is stable, whereby the $\boldsymbol{E}$ is a stationary vector random sequence and

$$
\begin{equation*}
\left\|\boldsymbol{F}_{E}\right\|^{2}=\operatorname{tr}\left\langle\boldsymbol{F}_{E}^{=} \boldsymbol{F}_{E}^{\prime}\right\rangle=\operatorname{tr}\left\langle\boldsymbol{F}_{E}^{=\prime} \boldsymbol{F}_{E}\right\rangle \tag{76}
\end{equation*}
$$

in view of (28). Then we will manipulate the expression $\operatorname{tr}\left\langle\boldsymbol{F}_{\boldsymbol{E}}{ }^{\prime} \boldsymbol{F}_{\boldsymbol{E}}\right\rangle$ so as to make the minimizing choice of $\boldsymbol{R}$ obvious.

## Write

$$
\boldsymbol{F}_{E}=\left(I_{l}-\boldsymbol{K}_{1}\right) \boldsymbol{F}_{W}
$$

Denoting

$$
\begin{equation*}
F_{E}^{*}=\left(I_{t}-K_{1}\right) \frac{Q^{*}}{p} \tag{77}
\end{equation*}
$$

it is clear that

$$
\begin{equation*}
\boldsymbol{F}_{E}^{=} \boldsymbol{F}_{E}^{\prime}=\boldsymbol{F}_{E}^{*=} \boldsymbol{F}_{E}^{* \prime} \tag{78}
\end{equation*}
$$

by virtue of (15) and (43), and
(79)

$$
\boldsymbol{F}_{E}=\boldsymbol{F}_{E}^{*} L^{-1} Q_{21}^{-}
$$

To guarantee a stable closed-loop system we have to set $\boldsymbol{K}_{1}=B_{1} \boldsymbol{M}_{1}$ for some $\boldsymbol{M}_{1} \in \mathfrak{F}_{m, l}^{+}\left\{z^{-1}\right\}$, see (33). Then
(80) $\quad \boldsymbol{F}_{E}^{*}=\frac{Q^{*}}{p}-B_{2} \boldsymbol{M}_{1} \frac{Q^{*}}{p}=\frac{Q^{*}}{p}-\left[B_{11}^{-} 0\right] B_{1}^{+} \boldsymbol{M}_{1} \frac{Q^{*}}{p}=\frac{Q^{*}}{p}-\frac{B_{11}^{-} \boldsymbol{M}_{11}}{p}$,
where

$$
B_{2}^{+} \boldsymbol{M}_{1} Q^{*}=\left[\begin{array}{l}
\boldsymbol{M}_{11} \\
\boldsymbol{M}_{21}
\end{array}\right]
$$

and $\boldsymbol{M}_{11} \in \mathfrak{F}_{r, s}^{+}\left\{z^{-1}\right\}, \boldsymbol{M}_{21} \in \mathfrak{F}_{m-r, s}^{+}\left\{z^{-1}\right\}$. Substituting into (78) we obtain

$$
\begin{aligned}
\boldsymbol{F}_{E}^{*=\prime} \boldsymbol{F}_{E}^{*}= & \frac{Q^{*=\prime} Q^{*}}{p^{=} p}-\frac{Q^{*=\prime}}{p^{=} p} B_{11}^{-} M_{11}-M_{11}^{=\prime} B_{11}^{-=\prime} \frac{Q^{*}}{p^{\prime} p}+ \\
& +M_{11}^{=\prime} B_{11}^{-=\prime} \frac{1}{p^{=} p} B_{11}^{-} M_{11}= \\
= & \left(\frac{\left(H^{=\prime}\right)^{-1} B_{11}^{-=\prime} Q^{*}}{p}-\frac{H M_{11}}{p}\right)^{=\prime}\left(\frac{\left(H^{=\prime}\right)^{-1} B_{11}^{-=\prime} Q^{*}}{p}-\frac{H M_{11}}{p}\right)+ \\
& +\frac{Q^{*=\prime} Q^{*}}{p^{=} p}-\frac{Q^{*=\prime}}{p^{=}} B_{11}^{-} H^{-1}\left(H^{=\prime}\right)^{-1} B_{11}^{-=\prime} \frac{Q^{*}}{p} .
\end{aligned}
$$

Now, by definition,

$$
G^{-1} F_{21}^{-} F_{21}^{-=\prime}\left(G^{=\prime}\right)^{-1}=I_{s}
$$

138 and using the well-known property of the trace of a matrix, we obtain
(81) $\quad \operatorname{tr} \boldsymbol{F}_{E}^{*='} \boldsymbol{F}_{E}=$

$$
\begin{aligned}
= & \operatorname{tr}\left(F_{21}^{-=\prime}\left(G^{=\prime}\right)^{-1}\right)^{=\prime}\left(\frac{\left(H^{=\prime}\right)^{-1} B_{11}^{-=\prime} Q^{*}}{p}-\frac{H M_{11}}{p}\right)^{=\prime} . \\
& \left(\frac{\left(H^{=\prime}\right)^{-1} B_{11}^{-=\prime} Q^{*}}{p}-\frac{H M_{11}}{p}\right)\left(F_{21}^{-=\prime}\left(G^{=\prime}\right)^{-1}\right)+ \\
& +\operatorname{tr} \frac{Q^{*=\prime} Q^{*}}{p^{=} p}-\operatorname{tr} \frac{Q^{*=\prime}}{p^{=}} B_{11}^{-} H^{-1}\left(H^{=\prime}\right)^{-1} B_{11}^{-=} \frac{Q^{*}}{p} .
\end{aligned}
$$

Since the last two terms in (81) are independent of $\boldsymbol{M}_{11}$ (and hence $\boldsymbol{M}_{1}$ and, in turn, $\boldsymbol{R})$ the expression $\operatorname{tr}\left\langle\boldsymbol{F}_{\boldsymbol{E}}{ }^{\prime} \boldsymbol{F}_{\boldsymbol{E}}\right\rangle$ attains its minimum for the same controller $\boldsymbol{R}$ as the expression $\operatorname{tr}\left\langle\boldsymbol{F}_{E 0}^{=} \boldsymbol{F}_{E 0}\right\rangle$ does, where
(82)

$$
\begin{aligned}
F_{E 0} & =\frac{\left(H^{\prime \prime}\right)^{-1} B_{11}^{-{ }^{\prime}} Q^{*} F_{21}^{-=^{\prime}}\left(G^{{ }^{\prime}}\right)^{-1}}{p}-\frac{H M_{11} F_{21}^{-=^{\prime}}\left(G^{\prime \prime}\right)^{-1}}{p}= \\
& =\frac{\left(H^{\sim^{\prime}}\right)^{-1} B_{11}^{-\sim^{\prime}} Q^{*} F_{21}^{-\sim^{\prime}}\left(G^{\prime \prime}\right)^{-1}}{z^{-d} p}-\frac{H M_{11} F_{21}^{-\sim^{\prime}}\left(G^{\sim \prime}\right)^{-1}}{p} .
\end{aligned}
$$

Here we have used the substitutions

$$
\left(H^{\prime \prime}\right)^{-1} B_{11}^{-=\prime}=\frac{\left(H^{\sim \prime}\right)^{-1} B_{11}^{-\prime \prime}}{z^{-d}}, \quad F_{21}^{-=\prime}\left(G^{\prime \prime}\right)^{-1}=F_{21}^{-=\prime}\left(G^{\sim^{\prime}}\right)^{-1}
$$

obtained from (10) and (65), (67).
Now take the partial fraction expansion
(83)

$$
\frac{\left(H^{\sim \prime}\right)^{-1} B_{11}^{-\sim^{\prime}} Q^{*} F_{21}^{-\sim^{\prime}}\left(G^{\sim^{\prime}}\right)^{-1}}{z^{-d} p}=\frac{\left(H^{\sim \prime}\right)^{-1} Y}{z^{-d}}+\frac{X\left(G^{\sim \prime}\right)^{-1}}{p} .
$$

It follows that the matrices $X$ and $Y$ are governed by the Diophantine equation (68). In view of (82) and (83) we can write

$$
\begin{equation*}
\boldsymbol{F}_{E 0}=\frac{\left(H^{\sim^{\prime}}\right)^{-1} Y}{z^{-d}}+\boldsymbol{Z}, \tag{84}
\end{equation*}
$$

where
(85)

$$
Z=\frac{X\left(G^{\sim^{\prime}}\right)^{-1}}{p}-\frac{H M_{11} F_{21}^{-\sim_{1}^{\prime}}\left(G^{\sim^{\prime}}\right)^{-1}}{p}
$$

Then (84) implies

$$
\begin{gather*}
\operatorname{tr}\left\langle\boldsymbol{F}_{E 0}^{=\prime} \boldsymbol{F}_{E 0}\right\rangle=\operatorname{tr}\left\langle\left(\frac{\left(H^{\sim^{\prime}}\right)^{-1} Y}{z^{-d}}\right)^{-\prime}\left(\frac{\left(H^{\sim \prime}\right)^{-1} Y}{z^{-d}}\right)\right\rangle+  \tag{86}\\
+\operatorname{tr}\left\langle\left(\frac{\left(H^{\sim \prime}\right)^{-1} Y}{z^{-d}}\right)^{-\prime} \boldsymbol{Z}\right\rangle+\operatorname{tr}\left\langle Z^{=\prime}\left(\frac{\left(H^{\sim^{\prime}}\right)^{-1} Y}{z^{-d}}\right)\right\rangle+\operatorname{tr}\left\langle Z^{-\prime} Z\right\rangle
\end{gather*}
$$

Now let

$$
\begin{align*}
z^{-d} H^{\sim \prime} & =E_{1 A} \operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{r}\right\} E_{2 A},  \tag{87}\\
G^{\sim \prime} p & =E_{1 B} \operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{s}\right\} E_{2 B}
\end{align*}
$$

be the respective canonical decompositions. Then, using (21), any solution of equation (68) can be written in the form

$$
\begin{equation*}
X=X^{0}+E_{2 A}^{-1} T E_{2 B}, \tag{88}
\end{equation*}
$$

$$
\begin{equation*}
Y=Y^{0}-E_{1 A} S E_{1 B}^{-1} \tag{89}
\end{equation*}
$$

where
(90)

$$
\partial Y^{0}<\partial z^{-d} H^{\sim}
$$

the matrix $T \in \mathscr{F}_{r, s}\left[z^{-1}\right]$ has elements $t_{i j} b_{j} /\left(a_{i}, b_{j}\right)$, the matrix $S \in \mathscr{F}_{r, s}\left[z^{-1}\right]$ has elements $a_{i} t_{i j} /\left(a_{i}, b_{j}\right)$, and where $t_{i j}$ are arbitrary polynomials of $\mathscr{F}\left[z^{-1}\right]$.

The key observation is that

$$
\left(\frac{\left(H^{\sim^{\prime}}\right)^{-1} Y^{0}}{z^{-d}}\right)^{=}=z^{-\left(\partial z z^{-d} H^{\sim}-\partial Y O\right)}\left(H^{\prime}\right)^{-1} Y^{0 \sim}
$$

is divisible by $z^{-1}$ due to (90). Therefore

$$
\begin{gathered}
\left\langle\left(\frac{\left(H^{\sim \prime}\right)^{-1} Y^{0}}{z^{-d}}\right)^{=\prime}\left(\frac{\left(H^{\sim^{\prime}}\right)^{-1}}{z^{-d}} E_{1 A} S E_{B B}^{-1}\right)\right\rangle=0, \\
\left\langle\left(\frac{\left(H^{\sim \prime}\right)^{-1} Y^{0}}{z^{-d}}\right)^{=\prime} Z\right\rangle=0
\end{gathered}
$$

and after substituting (89) into (86) we have

$$
\begin{gather*}
\operatorname{tr}\left\langle F_{E 0}^{=\prime} F_{E 0}\right\rangle=\operatorname{tr}\left\langle\left(\frac{\left(H^{\sim \prime}\right)^{-1} Y^{0}}{z^{-d}}\right)^{\prime \prime}\left(\frac{\left(H^{\sim}\right)^{-1} Y^{0}}{z^{-d}}\right)\right\rangle+  \tag{91}\\
+\operatorname{tr}\left\langle\left(Z-\frac{\left(H^{\sim \prime}\right)^{-1}}{z^{-d}} E_{1 A} S E_{1 B}^{-1}\right)\left(Z-\frac{\left(H^{\sim \prime}\right)^{-1}}{z^{-d}} E_{1 A} S E_{1 B}^{-1}\right)\right\rangle .
\end{gather*}
$$

The first term on the right-hand side of (91) cannot be affected by any choice of $\boldsymbol{M}_{11}$ (and hence $\boldsymbol{R}$ ). The best we can do to minimize (92) is to set

$$
\begin{equation*}
Z-\frac{\left(H^{\sim \prime}\right)^{-1}}{z^{-d}} E_{1 A} S E_{1 B}^{-1}=0 \tag{92}
\end{equation*}
$$

i.e.

$$
\frac{X\left(G^{\sim \prime}\right)^{-1}}{p}-\frac{H M_{11} F_{21}^{-\sim^{\prime}}\left(G^{\sim \prime}\right)^{-1}}{p}-\frac{\left(H^{\sim \prime}\right)^{-1}}{z^{-d}} E_{1 A} S E_{1 B}^{-1}=0
$$

by (85). But

$$
\frac{X\left(G^{\sim \prime}\right)^{-1}}{p}-\frac{\left(H^{\sim \prime}\right)^{-1}}{z^{-d}} E_{1 A} S E_{1 B}^{-1}=\frac{X^{0}\left(G^{\sim \prime}\right)^{-1}}{p}
$$

because

$$
\begin{aligned}
& X-\frac{\left(H^{\sim \prime}\right)^{-1}}{z^{-d}} E_{1 A} S E_{1 B}^{-1} G^{\sim \prime} p= \\
= & X-E_{2 A}^{-1} \operatorname{diag}\left\{\frac{1}{a_{1}}, \frac{1}{a_{2}}, \ldots, \frac{1}{a_{r}}\right\} S \operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{s}\right\} E_{2 B}= \\
= & X-E_{2 A}^{-1} T E_{2 B}=X^{0}
\end{aligned}
$$

on successive application of (87), the definition of $T$ and $S$, and (88).
Therefore (91), and, in view of the above discussion and (80), also the $\operatorname{tr}\left\langle\overline{\boldsymbol{F}}_{E}^{\prime} \boldsymbol{F}_{E}\right\rangle$ is minimized by setting

$$
\begin{equation*}
H M_{11} F_{21}^{-\sim \prime}=X^{0} \tag{93}
\end{equation*}
$$

Substituting (93) into (80) we obtain

$$
\begin{equation*}
B_{11}^{-\sim^{\prime}} F_{E}^{*} F_{21}^{-\sim^{\prime}}=\frac{B_{11}^{-\sim^{\prime}} Q^{*} F_{21}^{-\sim^{\prime}}-z^{-d} H^{\sim \prime} X^{0}}{p}=Y^{0} G^{\prime \prime} \tag{94}
\end{equation*}
$$

on making use of equation (68). Now consider (77) and set $I_{l}-K_{1}=N_{1} A_{1}$ for some $N_{1} \in \tilde{\mathscr{F}}_{l, l}^{+}\left\{z^{-1}\right\}$ to guarantee a stable closed-loop system, see (33). Then

$$
\begin{gather*}
B_{11}^{-\sim^{\prime}} F_{E}^{*} F_{21}^{-\sim^{\prime}}=B_{11}^{-\sim^{\prime}} N_{1} A_{1} \frac{Q^{*}}{p} F_{21}^{-\sim^{\prime}}=  \tag{95}\\
=B_{11}^{-\sim^{\prime}} N_{1} \frac{F}{p_{0}} F_{21}^{-\sim^{\prime}}=B_{11}^{-\sim^{\prime}} N_{1} \frac{F^{+}}{p_{0}}\left[\begin{array}{l}
F_{21}^{-} \\
0
\end{array}\right] F_{21}^{-\sim^{\prime}}=\frac{B_{11}^{-\sim^{\prime}} N_{11} G G^{\sim \prime}}{p_{0}}
\end{gather*}
$$

where

$$
N_{1} F^{+}=\left[\begin{array}{ll}
N_{11} & N_{12}
\end{array}\right]
$$

and $N_{11} \in \mathfrak{F}_{1, s}^{+}\left\{z^{-1}\right\}, N_{12} \in \mathfrak{F}_{1, l-s}^{+}\left\{z^{-1}\right\}$. The comparison of (94) and (95) yields

$$
\begin{equation*}
B_{1 \Lambda}^{-\sim} N_{11} G=Y^{0} p_{0} . \tag{96}
\end{equation*}
$$

To summarize, we have to first solve the stability equations (69) and (70) for stable $\boldsymbol{M}_{1}, \boldsymbol{N}_{1}$ and $\boldsymbol{M}_{2}, \boldsymbol{N}_{2}$ and then restrict the solutions so as to satisfy the mutual relations (71). Then the closed-loop system will be stable. Further we solve the optimality equation (68) for $X^{0}, Y^{0}$ such that $\partial Y^{0}<\partial z^{-d} H^{\sim \prime}$ and, in order to obtain an optimal as well as stable closed-loop system, we have to satisfy relations (72), (73). Moreover, it is necessary to require that $F_{U}$, which is given by

$$
\boldsymbol{S F} F_{U}=K_{1} F_{W}, \quad S=B_{1} A_{2}^{-1}, \quad K_{1}=B_{1} M_{1},
$$

as

$$
\boldsymbol{F}_{U}=A_{2} \boldsymbol{M}_{1} \boldsymbol{F}_{W},
$$

be stable according to the problem statement and that

$$
\boldsymbol{F}_{E}=\left(I_{l}-K_{1}\right) \boldsymbol{F}_{W}=\boldsymbol{N}_{1} A_{1} \boldsymbol{F}_{W}
$$

be stable to satisfy hypothesis (76).
Then all optimal controllers are given as minimal realizations of (74) because

$$
\begin{gathered}
S R=K_{1}\left(I_{l}-K_{1}\right)^{-1}, \\
S=B_{1} A_{2}^{-1}, \quad K_{1}=B_{1} M_{1}, \quad I_{l}-K_{1}=N_{1} A_{1}
\end{gathered}
$$

yields

$$
R=A_{2} M_{1} A_{1}^{-1} N_{1}^{-1}=M_{2} A_{1} A_{1}^{-1} N_{1}^{-1}=M_{2} N_{1}^{-1}
$$

on applying (71), and

$$
R S=\left(I_{m}-K_{2}\right)^{-1} K_{2},
$$

$$
S=A_{1}^{-1} B_{2}, \quad K_{2}=M_{2} B_{2}, \quad I_{m}-K_{2}=A_{2} N_{2}
$$

yields

$$
\boldsymbol{R}=N_{2}^{-1} A_{2}^{-1} M_{2} A_{1}=N_{2}^{-1} A_{2}^{-1} A_{2} M_{1}=N_{2}^{-1} M_{1}
$$

again applying (71).
The minimized sum of steady-state variances of the individual components of $E$ is given by (75) when (76), (78), (81), (82), (91) and relations

$$
\begin{gathered}
z^{-d=} z^{-d}=1 \\
\operatorname{tr} Q^{*=\prime} Q^{*}=\operatorname{tr} Q^{*=} Q^{* \prime}=\operatorname{tr} Q^{=} Q^{\prime}=\operatorname{tr} Q^{=\prime} Q
\end{gathered}
$$

are taken into account. Note that when $r=l$ the $B_{11}^{-}$is invertible and, by definition,

$$
B_{11}^{-} H^{-1}\left(H^{\prime \prime}\right)^{-1}\left(B_{11}^{-\prime}\right)^{-1}=I_{l} .
$$

Then (75) simplifies to

$$
\left\|\boldsymbol{F}_{E}\right\|_{\text {min }}^{2}=\operatorname{tr}\left\langle\left(\left(H^{\sim^{\prime}}\right)^{-1} Y^{0}\right)^{\prime \prime}\left(\left(H^{\sim^{\prime}}\right)^{-1} Y^{0}\right)\right\rangle .
$$

Example 4. Consider problem (2) for the system $\mathscr{S}=\mathscr{S}_{1} \mathscr{S}_{2}$ over $\mathscr{F}$ which is a minimal realization of

$$
S_{1}=\frac{\left[\begin{array}{c}
\sqrt{ } 45 / 16 \backslash z^{-1} \\
z^{-1}\left(1-0.5 z^{-1}\right)
\end{array}\right]}{\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right)}, \quad S_{2}=1
$$

and the disturbance given by

$$
\boldsymbol{F}_{V}=1
$$

The system is depicted in Fig. 8 and can be interpretted as a two-dimensional single-variable system in which the auxiliary output $Y_{2}$ is used to improve the control.

Fig. 8. The system in Example 4


The problem can be recast in terms of Fig. 7 by setting

$$
\boldsymbol{S}=\frac{\left[\begin{array}{c}
\sqrt{ } 45 / 16 \mid z^{-1} \\
z^{-1}\left(1-0.5 z^{-1}\right)
\end{array}\right]}{\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right)}, \quad F_{W}=\frac{\left[\begin{array}{c}
\sqrt{ } 45 / 16 \mid z^{-1} \\
z^{-1}\left(1-0.5 z^{-1}\right)
\end{array}\right]}{\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right)} .
$$

Computing the canonical decomposition

$$
\left[\begin{array}{l}
\sqrt{ } 45 / 16 \mid z^{-1} \\
z^{-1}\left(1-0 \cdot 5 z^{-1}\right)
\end{array}\right]=\left[\begin{array}{ll}
\sqrt{ } 45 / 16 & 0 \\
1-0 \cdot 5 z^{-1} & 1
\end{array}\right]\left[\begin{array}{l}
z^{-1} \\
0
\end{array}\right]
$$

we obtain

$$
\begin{aligned}
& B_{1}=\left[\begin{array}{l}
\sqrt{ } 45 / 16 \backslash z^{-1} \\
z^{-1}\left(1-0 \cdot 5 z^{-1}\right)
\end{array}\right], \quad A_{2}=\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right), \\
& A_{1}=\left[\begin{array}{r}
\sqrt{ } 16 / 45 \backslash\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) \\
-\sqrt{ } 16 / 45 \backslash\left(1-0 \cdot 5 z^{-1}\right)
\end{array}\right], \quad B_{2}=\left[\begin{array}{l}
z^{-1} \\
0
\end{array}\right]
\end{aligned}
$$

by (26) and also

$$
Q=\left[\begin{array}{l}
\sqrt{ } 45 / 16 \backslash z^{-1} \\
z^{-1}\left(1-0 \cdot 5 z^{-1}\right)
\end{array}\right], \quad p=\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right)
$$

It is seen that

$$
l=2, \quad m=q=1, \quad r=s=1
$$

We shall first guarantee the closed-loop stability by solving equations (69), (70) and (71). Equation (69) becomes

$$
\left[\begin{array}{l}
\sqrt{ } 45 / 16 \mid z^{-1} \\
z^{-1}\left(1-0.5 z^{-1}\right)
\end{array}\right] M_{1}+N_{1}\left[\begin{array}{r}
\sqrt{ } 16 / 45 \backslash\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) \\
-\sqrt{ } 16 / 45 \backslash\left(1-0.5 z^{-1}\right)
\end{array} \quad 1.0\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

and it is equivalent to the polynomial equations

$$
\begin{aligned}
z^{-1} \hat{m}_{11}^{1}+\hat{n}_{11}^{1}\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) & =1, & z^{-1} \hat{m}_{12}^{1}+\hat{n}_{12}^{1-}=0 \\
\hat{n}_{21}^{1}\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) & =0, & \hat{n}_{22}^{1}=1
\end{aligned}
$$

where

$$
\begin{aligned}
& \boldsymbol{M}_{1}=\left[\begin{array}{ll}
\left.\hat{m}_{11}^{1} \hat{m}_{12}^{1}\right]
\end{array}\left[\begin{array}{cc}
\sqrt{ } 16 / 45 & 0 \\
-\sqrt{ } 16 / 45 \backslash\left(1-0 \cdot 5 z^{-1}\right) & 1
\end{array}\right]\right. \\
& \boldsymbol{N}_{1}=\left[\begin{array}{ll}
\sqrt{ } 45 / 16 & 0 \\
1-0 \cdot 5 z^{-1} & 1
\end{array}\right]\left[\begin{array}{ll}
\hat{\boldsymbol{n}}_{11}^{1} \hat{\boldsymbol{n}}_{12}^{1} \\
\hat{n}_{21}^{1} & \hat{n}_{22}^{1}
\end{array}\right]
\end{aligned}
$$

We obtain

$$
\begin{aligned}
& \hat{m}_{11}^{1}=1 \cdot 5-0 \cdot 5 z^{-1}+\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) \boldsymbol{t}_{11}, \quad \hat{m}_{12}^{1}=\boldsymbol{t}_{12} \\
& \hat{\boldsymbol{n}}_{11}^{1}=1-z^{-1} \boldsymbol{t}_{11}, \quad \hat{\boldsymbol{n}}_{12}^{1}=-z^{-1} \boldsymbol{t}_{12} \\
& \hat{\boldsymbol{n}}_{21}^{1}=0,
\end{aligned} \quad \hat{\boldsymbol{n}}_{22}^{1}=1, ~ l
$$

for arbitrary $t_{11}, t_{12} \in \mathfrak{F}^{+}\left\{z^{-1}\right\}$.
Equation (70) becomes

$$
\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) N_{2}+M_{2}\left[\begin{array}{l}
z^{-1} \\
0
\end{array}\right]=1
$$

and it is equivalent to the polynomial equation

$$
\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) \hat{n}_{11}^{2}+\hat{m}_{11}^{2} z^{-1}=1
$$

where

$$
N_{2}=\left[\begin{array}{ll}
\hat{n}_{11}^{2}
\end{array}\right], \quad M_{2}=\left[\begin{array}{ll}
\hat{m}_{11}^{2} & v_{12}
\end{array}\right] .
$$

We obtain

$$
\begin{aligned}
& \hat{\boldsymbol{n}}_{11}^{2}=1-z^{-1} \boldsymbol{v}_{11} \\
& \hat{\boldsymbol{m}}_{11}^{2}=1 \cdot 5-0 \cdot 5 z^{-1}+\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) \boldsymbol{v}_{11}
\end{aligned}
$$

for arbitrary $v_{11}, v_{12} \in \tilde{F}^{+}\left\{z^{-1}\right\}$.
The mutual relations (71) then yield

$$
\begin{aligned}
& \boldsymbol{v}_{11}=\boldsymbol{t}_{11} \\
& \boldsymbol{v}_{12}=\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right) \boldsymbol{t}_{12}
\end{aligned}
$$

and, finally,

$$
\begin{aligned}
\boldsymbol{M}_{1}= & {\left[\sqrt{ } 16 / 45 \backslash\left(1.5-0.5 z^{-1}\right)+\right.} \\
& \left.+\sqrt{ } 16 / 45 \backslash\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{11}-\sqrt{ } 16 / 45 \backslash\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{12} \boldsymbol{t}_{12}\right], \\
\boldsymbol{N}_{1}= & {\left[\begin{array}{ll}
\sqrt{ } 45 / 16 \backslash-\sqrt{ } 45 / 16 \backslash z^{-1} t_{11} & -\sqrt{ } 45 / 16 \backslash z^{-1} \boldsymbol{t}_{12} \\
1-0.5 z^{-1}-z^{-1}\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{11} & 1-z^{-1}\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{12}
\end{array}\right], }
\end{aligned}
$$

and

$$
\boldsymbol{M}_{2}=\left[1.5-0.5 z^{-1}+\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{11} \quad\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{12}\right],
$$

$$
N_{2}=1-z^{-1} \boldsymbol{t}_{11} .
$$

Further we shall solve equation (68) to minimize the optimality criterion. Computing

$$
\begin{gathered}
B_{11}^{-}=\left[\begin{array}{l}
\sqrt{ } 45 / 16 \backslash z^{-1} \\
z^{-1}\left(1-0 \cdot 5 z^{-1}\right)
\end{array}\right], \quad B_{2}^{+}=1, \quad B_{11}^{-\sim^{\prime}}=\left[\sqrt{ } 45 / 16 \mid z^{-1} z^{-1}-0 \cdot 5\right] \\
H=2-0.25 z^{-1}, \quad H^{\sim \prime}=2 z^{-1}-0.25, \quad d=1 \\
Q_{1}^{+}=\left[\begin{array}{ll}
\sqrt{ } 45 / 16 & 0 \\
1-0 \cdot 5 z^{-1} & 1
\end{array}\right], \quad Q_{2}^{-}=\left[\begin{array}{l}
z^{-1} \\
0
\end{array}\right], \quad Q_{21}^{-}=z^{-1} \\
L=1, \quad Q^{*}=\left[\begin{array}{l}
\sqrt{ } 45 / 16 \\
1-0 \cdot 5 z^{-1}
\end{array}\right]
\end{gathered}
$$

and
and

$$
\begin{gathered}
F=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad F_{1}^{+}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad F_{2}^{-}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], \quad F_{21}^{-}=1, \\
G=1, \quad p_{0}=1,
\end{gathered}
$$

equation (68) becomes

$$
\left.\begin{array}{c}
z^{-1}\left(2 z^{-1}-0 \cdot 25\right) X+Y\left(1-z^{-1}\right)\left(1-0 \cdot 5 z^{-1}\right)= \\
=\left[\sqrt{ } 45 / 16 \mid z^{-1} \quad z^{-1}-0 \cdot 5\right.
\end{array}\right]\left[\begin{array}{l}
\sqrt{ } 45 / 16 \\
1-0 \cdot 5 z^{-1}
\end{array}\right]=-0 \cdot 5+\frac{65}{16} z^{-1}-0 \cdot 5 z^{-2} .
$$

Its general solution is

$$
\begin{aligned}
& X=2.75-z^{-1}+\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) t \\
& Y=-0.5+4 z^{-1}-z^{-1}\left(2 z^{-1}-0.25\right) t
\end{aligned}
$$

for arbitrary polynomial $t \in \mathscr{F}\left[z^{-1}\right]$, and the solution $X^{0}, Y^{0}$ satisfying $\partial Y^{0}<2$ reads

$$
X^{0}=2.75-z^{-1}, \quad Y^{0}=-0 \cdot 5+4 z^{-1}
$$

Now we have to satisfy relations (72) and (73) thereby putting the conditions of stability and optimality together. Computing

$$
\begin{gathered}
\boldsymbol{M}_{11}=1.5-0.5 z^{-1}+\left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{11}, \\
\boldsymbol{N}_{11}=\left[\begin{array}{l}
\sqrt{ } 45 / 16|-\sqrt{ } 45 / 16| z^{-1} \boldsymbol{t}_{11} \\
1-0.5 z^{-1}-z^{-1}\left(1-0.5 z^{-1}\right) t_{11}
\end{array}\right]
\end{gathered}
$$

by (79) and (80), we obtain

$$
t_{11}=-\frac{0.25}{2-0.25 z^{-1}}
$$

$$
\boldsymbol{t}_{12} \in \mathfrak{F}^{+}\left\{z^{-1}\right\} \quad \text { arbitrary } .
$$

Therefore

$$
\begin{aligned}
& \boldsymbol{M}_{1}=\left[\sqrt{ } 16 / 45 \backslash \frac{2.75-z^{-1}}{2-0.25 z^{-1}}-\sqrt{ } 16 / 45 \backslash\left(1-0.5 z^{-1}\right) \boldsymbol{t}_{12} \quad \boldsymbol{t}_{12}\right], \\
& N_{1}=\left[\begin{array}{cc}
\sqrt{ } 45 / 16 \left\lvert\, \frac{2}{2-0.25 z^{-1}}\right. & -\sqrt{ } 45 / 16 \mid z^{-1} t_{12} \\
2 \frac{1-0.5 z^{-1}}{2-0.25 z^{-1}} & 1-z^{-1}\left(1-0.5 z^{-1}\right) t_{12}
\end{array}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
M_{2} & =\left[\begin{array}{ll}
\frac{2 \cdot 75-z^{-1}}{2-0.25 z^{-1}} & \left(1-z^{-1}\right)\left(1-0.5 z^{-1}\right) t_{12}
\end{array}\right] \\
\boldsymbol{N}_{2} & =\frac{2}{2-0 \cdot 25 z^{-1}}
\end{aligned}
$$

and also

$$
F_{U}=z^{-1} \frac{2.75-z^{-1}}{2-0.25 z^{-1}}, \quad F_{E}=\left[\begin{array}{l}
2 z^{-1} \frac{\sqrt{45 / 16}}{2-0.25 z^{-1}} \\
2 z^{-1} \frac{1-0.5 z^{-1}}{2-0.25 z^{-1}}
\end{array}\right]
$$

As the above matrices are stable, our problem has a solution. The optimal controller is not unique and all optimal controllers are given by (74) as minimal realizations of
(97)

$$
\begin{aligned}
\boldsymbol{R}= & {\left[\frac{1}{2} \sqrt{ } 16 / 45 \backslash\left(2.75-z^{-1}\right)-\right.} \\
& \left.-\frac{1}{2} \sqrt{16 / 45} \backslash\left(1-0.5 z^{-1}\right)\left(2-0.25 z^{-1}\right) t_{12} \quad \frac{1}{2}\left(2-0.25 z^{-1}\right) t_{12}\right]
\end{aligned}
$$

All these controllers give the minimized sum of steady-state output variances equal to

$$
\left\|\boldsymbol{F}_{E}\right\|_{\min }^{2}=\frac{20}{7}+\frac{8}{7}=4
$$

by (75).

The nonuniqueness of optimal controller can be utilized to meet additional requirements. For instance, choosing

$$
t_{12}=\frac{2}{2-0 \cdot 25 z^{-1}}
$$

in (97), the resulting controller

$$
R_{0}=\left[\begin{array}{ll}
\frac{3}{8} & \sqrt{ } 16 / 45 \\
1
\end{array}\right]
$$

has the least possible dimension (equal to zero) among all optimal controllers. Choosing

$$
t_{12}=\frac{1}{1-0.5 z^{-1}} \frac{2.75-z^{-1}}{2-0.25 z^{-1}}
$$

we get

$$
\boldsymbol{R}_{1}=\left[\begin{array}{lll}
0 & \frac{1}{1-0.5 z^{-1}} \frac{2.75-z^{-1}}{2-0.25 z^{-1}} \tag{98}
\end{array}\right],
$$

and choosing

$$
t_{12}=0
$$

we get

$$
\begin{equation*}
R_{2}=\left[\left.\frac{1}{8} \sqrt{16 / 45} \right\rvert\,\left(11-4 z^{-1}\right) \quad 0\right] . \tag{99}
\end{equation*}
$$

Therefore, the controller $\mathscr{R}_{0}$ is the simplest one to realize, while the controllers $\mathscr{R}_{1}$ and $\mathscr{R}_{2}$ might be used as emergency controllers in case of breakdown of the first and second control channel respectively. Of course, all these controllers give the same optimal performance.
(Received May 20, 1974.)
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