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## 1. INTRODUCTION

Existence and Uniqueness of solutions have always been main concerns of applied mathematics. Nevertheless, many examples in optimization display both existence and nonuniqueness. This non-uniqueness may be intrinsic to the system or may be structurally non-stable, i. e., a slightly perturbed version of the original system may present uniqueness. The authors of this paper are concerned with the question whether this is a generic property, i. e., if for the specific family of discounted Markov Decision Processes (MDPs) dealt with (for terminology and notation see [7]), it is always the case that a system presenting non-uniqueness can be perturbed into an arbitrarily close (in some sense to be specified later) system with a unique optimal policy. Previous results in this direction were obtained (see [10) under convexity restrictions. Using Ekeland's celebrated Variational Principle (see [6], Section 2.1, p. 6 in [3], and Proposition 1.43, p. 31 in [11]), it is possible to obtain interesting new results without the aforementioned convexity restrictions that render article [10] obsolete.

The Ekeland's variational principle (or just "variational principle") is a theorem discovered by Ivar Ekeland which asserts that there exist nearly optimal solutions to some optimization problems. Roughly speaking, this principle states that, for any extendedvalue lower semicontinuous function which is bounded below, one can add a small perturbation to make it attain a minimum. Ekeland's variational principle can be used when the lower level set of a minimization problem is not compact, which means that the classical analysis theorems cannot be applied. Ekeland's principle relies on the completeness of the metric space and it also characterizes the completeness. Moreover, the variational principle provides a powerful tool in modern variational analysis. Its applications cover numerous areas including optimization, Banach space geometry, nonsmooth analysis, economics, control theory and game theory, to name a few (see [3] and [6]).

It is worth mentioning that the present result holds under fairly mild and general conditions (see Condition 2.2 below), satisfied by large families of MDPs (see Remark 2.5 below).

It should be stressed that the main result of this paper in fact is not a direct corollary of Ekeland's Variational Principle. The proof, instead, follows closely the pattern of Ekeland's original proof, that, as Ekeland himself asserts, is adapted from [2] (see also Remark 2.1.4, p. 9 in (3). In particular, this step by step process is needed to establish the measurability of the optimal policy, which does not follow automatically from the classical result.

It is important to mention that Tanaka et al (in 12]) present a version of Ekeland Theorem for MDPs, related to $\varepsilon$-optimal policies without discussing uniqueness.

First the MDPs context is presented. Next, a result related to the existence of a unique maximal action is provided, then the main result and its proof are given. Finally, some remarks and comments are included.

## 2. DISCOUNTED MARKOV DECISION PROCESSES

First the preliminary Markov Decision Process context is briefly recalled (see [7]).
A Markov Control Model $(X, A,\{A(x) \mid x \in X\}, Q, c)$ is considered, where $X$ is the State Space, $A$ is the Action Set, $Q$ denotes the Transition Law and $c$ denotes the cost per state per action. A measurable non-empty set $A(x) \subset A$ whose elements are all admissible actions available when the system is in state $x$ corresponds to each $x \in X$. Define $\mathbb{K}:=\{(x, a) \mid x \in X, a \in A(x)\}$. Finally, $c$ is a non-negative measurable function defined on $\mathbb{K}$. In this paper we will assume that $(X, \delta)$ and $(A, \varphi)$ are both Borel spaces. Here, $\delta$ and $\varphi$ denote the corresponding metrics in $X$ and $A$, respectively.

Let $\Pi$ be the set of all (deterministic and randomized, history-dependent) admissible policies. In particular, a stationary policy is defined as a measurable function $f: X \rightarrow A$ such that $f(x) \in A(x)$, for all $x \in X$. The set of all stationary policies will be denoted by $\mathbb{F}$. For each $\pi \in \Pi$ and an initial state $x \in X$, let

$$
V(\pi, x)=E_{x}^{\pi}\left[\sum_{t=0}^{\infty} \alpha^{t} c\left(x_{t}, a_{t}\right)\right]
$$

be the total expected discounted cost when the policy $\pi$ is applied, given the initial state $x$. The constant $\alpha \in(0,1)$ is the discount factor and it is fixed. The sequence of consecutive states and corresponding actions will be denoted by $\left\{x_{t}\right\}$ and $\left\{a_{t}\right\}$, and $E_{x}^{\pi}$ denotes the expected value.

Definition 2.1. The policy $\pi^{*}$ is optimal if $V\left(\pi^{*}, x\right)=v^{*}(x)$ for all $x \in X$, where $v^{*}(x)=\inf _{\pi \in \Pi} V(\pi, x), x \in X . v^{*}$ is called the optimal value function.

Condition 2.2. (a) $c$ is lower semicontinuous (l.s.c.) and inf-compact (i.e., for each $x \in X$ and $r \in \mathbb{R}$, the set $\{a \in A(x) \mid c(x, a) \leq r\}$ is compact).
(b) The transition law $Q$ is strongly continuous, i. e.,

$$
\theta(x, a)=\int_{X} u(y) Q(\mathrm{~d} y \mid x, a)
$$

is continuous for $(x, a) \in \mathbb{K}$ and bounded below on $\mathbb{K}$, for each measurable and bounded function $u$ on $X$.
(c) There exists a policy $\pi \in \Pi$ such that $V(\pi, x)<\infty$, for each $x \in X$.

Lemma 2.3. (Hernández-Lerma and Lasserre [7, Theorem 4.2.3) Suppose that Condition 2.2 is fulfilled. Then
(a) The optimal value function $v^{*}$ is a solution of

$$
\begin{equation*}
v^{*}(x)=\min _{a \in A(x)}\left[c(x, a)+\alpha \int_{X} v^{*}(y) Q(\mathrm{~d} y \mid x, a)\right] \tag{1}
\end{equation*}
$$

for each $x \in X$ and, if $\mu$ is another solution of the equation, then $\mu(\cdot) \geq v^{*}(\cdot)$.
(b) There exists a selector $f^{*} \in \mathbb{F}$ such that in (1) the minimum is attained, i. e., for each $x \in X$,

$$
\begin{equation*}
v^{*}(x)=c\left(x, f^{*}(x)\right)+\alpha \int_{X} v^{*}(y) Q\left(\mathrm{~d} y \mid x, f^{*}(x)\right) \tag{2}
\end{equation*}
$$

and $f^{*}$ is optimal.

Definition 2.4. Define for each $(x, a) \in \mathbb{K}$,

$$
G(x, a):=c(x, a)+\alpha \int_{X} v^{*}(y) Q(\mathrm{~d} y \mid x, a)
$$

Remark 2.5. Examples that satisfy Condition 2.2 are finite models (i. e., MDPs for which both $X$ and $A$ are finite sets) with a non-negative cost function, as well as MDPs which satisfy Condition 2.2 (c), and whose Markov control models are constituted by a suitable combination of conditions (a) and (b) below.
(a) For all $x \in X, A(x)$ is either a compact set or a closed set, or $\mathbb{R}$. And the transition law $Q$ is induced either by a certain dynamics with additive-noise or a dynamics of Lindley's random walk type (see Examples 4.1, 4.5, and 4.8 in [4], Examples 4.2 and 4.15 in [5], and Examples 5.1 and 5.2 in [9). It is important to note that MDPs with this kind of dynamics include many important specific models ranging from the linear model, controlled inventory systems, controlled dams systems, etc. (see also [1] and [7).
(b) Condition 2.2 (a) holds, for $c$ which is not necessarily strictly convex, but is nonnegative.

Let $(X, A,\{A(x) \mid x \in X\}, Q, c)$ be a given Markov Control Model. Let's denote the Markov decision process for this Markov control model as $M$ with corresponding optimal value function $v^{*} . M$ will be referred to as the original process.

Throughout the paper, original processes $M$ that satisfy Condition 2.2 are considered. Condition 2.2 for a process $M$ will not be mentioned in each Lemma or Theorem in this paper, but it is supposed to hold. Moreover, given a model $M$, let $f^{*}$ denote the corresponding optimal policy whose existence is ensured in Lemma 2.3 .

Let $\varepsilon$ be a positive number that will be assumed fixed in the rest of the paper. Now, let's define for the following MDP, denoted by $M_{\varepsilon}$ (from the original process $M$ ): $\left(X, A,\{A(x) \mid x \in X\}, Q, c^{*}\right)$, where $c^{*}(x, a)=c(x, a)+\varepsilon \varphi\left(a, f^{*}(x)\right), x \in X, a \in A(x)$ and $f^{*}$ appears in Lemma 2.3, where $c$ is the original cost function from $M$. Note that both MDPs, $M$ and $M_{\varepsilon}$, are equally excepted for the cost function; moreover, the set of $\mathbb{F}$ stationary policies is the same for both models (in fact, the set $\Pi$ of all admissible policies is also the same for both models). $M_{\varepsilon}$ will be referred to as the perturbed process.

For $M_{\varepsilon}$, let $W(\pi, x)$ be the total expected discounted cost when the policy $\pi$ is applied, given the initial state $x$, and let $w^{*}$ denote the corresponding optimal value function.

Remark 2.6. Theorem 4.2 will establish the existence of a unique optimal stationary policy for the system $M_{\varepsilon}$ even if the original process $M$ has non-unique optimal policies.

## 3. EXISTENCE OF A UNIQUE MAXIMAL STATIONARY POLICY

Define for each $x \in X$, an order relationship on the action set $A(x)$, in the following manner, for $a_{1}, a_{2} \in A(x)$,

$$
a_{1} \prec a_{2} \text { if and only if } G\left(x, a_{2}\right)-G\left(x, a_{1}\right)+\varepsilon \varphi\left(a_{1}, a_{2}\right) \leq 0 .
$$

This clearly establishes a partial order, i. e., a reflexive, antisymmetric and transitive relationship.

For $x \in X$, a control $d \in A(x)$ is said to be maximal for $A(x)$ if $a \prec d$ for all $a \in A(x)$.
Lemma 3.1. For each $\eta \in \mathbb{F}$, there exists a unique stationary policy $g^{*} \in \mathbb{F}$ such that, for each $x \in X, \eta(x) \prec g^{*}(x)$ and $g^{*}(x)$ is maximal for $A(x)$.

Proof. Let $\eta \in \mathbb{F}$. Let a sequence of stationary policies $\left\{f_{k}\right\}_{k=1,2, \ldots}$ be defined inductively as follows.
Take $f_{1} \equiv \eta$. Define, for each $x \in X$,

$$
\begin{equation*}
S_{1}(x)=\left\{a \in A(x) \mid f_{1}(x) \prec a\right\} . \tag{3}
\end{equation*}
$$

Since $S_{1}(x) \neq \emptyset$, for each $x \in X$ (observe that $\left.f_{1}(x) \in S_{1}(x)\right), f_{2}$ is chosen as it is shown below. By definition of $S_{1}(x), x \in X$, it follows that for each $g \in S_{1}(x)$ :

$$
\begin{align*}
0 \leq \varepsilon \varphi\left(g, f_{1}(x)\right) & \leq G\left(x, f_{1}(x)\right)-G(x, g)  \tag{4}\\
& \leq G\left(x, f_{1}(x)\right)-\inf _{a \in S_{1}(x)} G(x, a) \tag{5}
\end{align*}
$$

Consider that $x \in X$ is arbitrary. Observe that Conditions 2.2 (a) and 2.2(b) imply that $G(x, \cdot)$ is l.s.c. Hence, as the distance function is continuous, it follows that the set $S_{1}(x)$ is closed. Moreover, it is easy to prove that $S_{1}(x) \subseteq\left\{a \in A(x) \mid c(x, a) \leqslant G\left(x, f_{1}(x)\right)\right\}$. Hence, $S_{1}(x)$ is a compact set (see Condition 2.2 (a)).

Note that, as $G(x, \cdot)$ is l.s.c. on $S_{1}(x) \subseteq A(x)$ and $S_{1}(x)$ is compact, for every $x \in X$, by Proposition D.5, p. 182 in [7, it follows that there exists $f_{2} \in \mathbb{F}$ such that, for all $x \in X, f_{2}(x) \in S_{1}(x)$, and

$$
\inf _{a \in S_{1}(x)} G(x, a)=G\left(x, f_{2}(x)\right)
$$

Now, take $\frac{1}{2} \varepsilon \varphi\left(f_{1}(x), f_{2}(x)\right) \geqslant 0$, for each $x \in X$. Then, the following inequality evidently holds for each $x \in X$,

$$
\begin{equation*}
G\left(x, f_{2}(x)\right) \leq \inf _{a \in S_{1}(x)} G(x, a)+\frac{1}{2} \varepsilon \varphi\left(f_{1}(x), f_{2}(x)\right) \tag{6}
\end{equation*}
$$

By (5) and (6) it is obtained that, for each $x \in X$,

$$
\begin{aligned}
G\left(x, f_{2}(x)\right) & \leq \inf _{a \in S_{1}(x)} G(x, a)+\frac{1}{2}\left[G\left(x, f_{1}(x)\right)-\inf _{a \in S_{1}(x)} G(x, a)\right] \\
& =\frac{1}{2}\left[G\left(x, f_{1}(x)\right)+\inf _{a \in S_{1}(x)} G(x, a)\right]
\end{aligned}
$$

hence, it results that, for each $x \in X$,

$$
\begin{equation*}
2 G\left(x, f_{2}(x)\right)-G\left(x, f_{1}(x)\right) \leq \inf _{a \in S_{1}(x)} G(x, a) \tag{7}
\end{equation*}
$$

So, take for each $x \in X$,

$$
\begin{equation*}
S_{2}(x)=\left\{a \in A(x) \mid f_{2}(x) \prec a\right\} . \tag{8}
\end{equation*}
$$

Again, consider that $x \in X$ is arbitrary. Now, let $f_{k} \in \mathbb{F}$ be given for a positive integer $k>2$. Suppose that for each $x \in X, f_{k}(x) \in S_{k-1}(x)$ and $f_{k}(x)$ minimizes $G(x, a)$ over all $a \in S_{k-1}(x)$. Define $S_{k}(x)$ as:

$$
\begin{equation*}
S_{k}(x)=\left\{a \in A(x) \mid f_{k}(x) \prec a\right\} . \tag{9}
\end{equation*}
$$

Then $f_{k+1} \in \mathbb{F}$, satisfying that $f_{k+1}(x) \in S_{k}(x)$ for $x \in X$ is chosen in a way similar to the one in which $f_{2} \in \mathbb{F}$ was obtained from $f_{1}$. Besides, the following inequality also holds for each $x \in X$ :

$$
\begin{equation*}
2 G\left(x, f_{k+1}(x)\right)-G\left(x, f_{k}(x)\right) \leq \inf _{a \in S_{k}(x)} G(x, a) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{k+1}(x)=\left\{a \in A(x) \mid f_{k+1}(x) \prec a\right\} . \tag{11}
\end{equation*}
$$

With this procedure, the sequence $\left\{f_{k}\right\}_{k=1,2, \ldots}$ is constructed. Note that, for each $k$ and $x \in X, S_{k}(x)$ is compact.

Now, once more consider that $x \in X$ is arbitrary. Observe that, for each $k, f_{k+1}(x) \in$ $S_{k}(x)$, satisfies

$$
\begin{equation*}
G\left(x, f_{k+1}(x)\right) \leq \inf _{a \in S_{k}(x)} G(x, a)+\frac{1}{2}\left[G\left(x, f_{k}(x)\right)-\inf _{a \in S_{k}(x)} G(x, a)\right] \tag{12}
\end{equation*}
$$

In fact, the last inequality is a consequence of 10). Now, by construction, for each $k \geq 1, S_{k+1}(x) \subset S_{k}(x)$ (recall that $\prec$ is transitive), then

$$
\inf _{a \in S_{k}(x)} G(x, a) \leq \inf _{a \in S_{k+1}(x)} G(x, a)
$$

this implies that

$$
\begin{equation*}
G\left(x, f_{k+1}(x)\right)-\inf _{a \in S_{k+1}(x)} G(x, a) \leq G\left(x, f_{k+1}(x)\right)-\inf _{a \in S_{k}(x)} G(x, a) \tag{13}
\end{equation*}
$$

for each $x \in X$.
From inequalities (12) and (recall that $f_{k+1}(x) \in S_{k+1}(x)$, for each $x \in X$ ), it results that, for each $x \in X$,

$$
\begin{aligned}
\left|G\left(x, f_{k+1}(x)\right)-\inf _{a \in S_{k+1}(x)} G(x, a)\right| & \leq \frac{1}{2}\left|G\left(x, f_{k}(x)\right)-\inf _{a \in S_{k}(x)} G(x, a)\right| \\
& \leq \frac{1}{2^{k}}\left|G\left(x, f_{1}(x)\right)-\inf _{a \in S_{1}(x)} G(x, a)\right| .
\end{aligned}
$$

From the last inequality, it is obtained that, for each $x \in X$ and $l \in S_{k+1}(x)$ (observe that $\left.f_{k+1}(x) \prec l\right)$ :

$$
\begin{aligned}
\left|G\left(x, f_{k+1}(x)\right)-G(x, l)\right| & =G\left(x, f_{k+1}(x)\right)-G(x, l) \\
& \leq G\left(x, f_{k+1}(x)\right)-\inf _{a \in S_{k+1}(x)} G(x, a) \\
& \leq \frac{1}{2^{k}}\left|G\left(x, f_{1}(x)\right)-\inf _{a \in S_{1}(x)} G(x, a)\right| .
\end{aligned}
$$

This, from definition of $S_{k+1}(x)$, implies that, for each $x \in X$,

$$
\varepsilon \varphi\left(f_{k+1}(x), l\right) \leq \frac{1}{2^{k}}\left|G\left(x, f_{1}(x)\right)-\inf _{a \in S_{1}(x)} G(x, a)\right| .
$$

So, using the triangular inequality, it follows that

$$
\varepsilon \varphi(\beta, l) \leq \frac{2}{2^{k}}\left|G\left(x, f_{1}(x)\right)-\inf _{a \in S_{1}(x)} G(x, a)\right|
$$

for all $x \in X, \beta, l \in S_{k+1}(x)$, and $k \geq 1$.
Therefore, for each $x \in X, \operatorname{Diam}\left(S_{k}(x)\right) \rightarrow 0$ (where $\operatorname{Diam}(D)$ is the supremum of the distances between any pair of elements of $D$, for $D$ is a subset of a metric space),
when $k \rightarrow \infty$; as, for each $x \in X, S_{1}(x)$ is complete, the sets $S_{k}(x)$ have for each $k \geq 1$ a unique common point, denote it by $g^{*}(x)$, that is,

$$
\left\{g^{*}(x)\right\}=\bigcap_{k=1}^{\infty} S_{k}(x)
$$

Now, by definition of $S_{k}(x) \subseteq A(x)$, it is also obtained that $f_{k}(x) \prec g^{*}(x)$ for all $k$ and $x \in X$. In particular, for $k=1$, it follows that $f_{1}(x) \prec g^{*}(x)$. Suppose that $g^{*}(x)$ is not maximal for $A(x)$. Then there exists $z(x) \in A(x)$ such that $g^{*}(x) \prec z(x)$. By transitivity, $f_{k}(x) \prec z(x)$ for any $k$. Consequently, $z(x) \in\left\{g^{*}(x)\right\}$, i. e., $z(x)=g^{*}(x)$. Therefore, $g^{*}(x)$ is in fact the unique maximal element for $A(x)$.

Since $x$ is arbitrary, it is possible to define a function $g^{*}: X \rightarrow A$ such that $g^{*}(x) \in$ $A(x)$ is maximal and unique, for each $x \in X$.

Now it will be established that $g^{*}$ is a stationary policy. Fix $x \in X$. As $f_{k}(x) \prec$ $f_{k+1}(x)$, then:

$$
\begin{equation*}
0 \leq \varepsilon \varphi\left(f_{k}(x), f_{k+1}(x)\right) \leq G\left(x, f_{k}(x)\right)-G\left(x, f_{k+1}(x)\right) \tag{14}
\end{equation*}
$$

for $k=1,2, \ldots$. Adding, through $m>k$ :

$$
\begin{align*}
\varepsilon \varphi\left(f_{k}(x), f_{m}(x)\right) & \leq \varepsilon \sum_{j=k}^{m-1} \varphi\left(f_{j}(x), f_{j+1}(x)\right)  \tag{15}\\
& \leq \sum_{j=k}^{m-1}\left\{G\left(x, f_{j}(x)\right)-G\left(x, f_{j+1}(x)\right)\right\} \\
& =G\left(x, f_{k}(x)\right)-G\left(x, f_{m}(x)\right) . \tag{16}
\end{align*}
$$

By (14) it is obtained that $\left\{G\left(x, f_{k}(x)\right)\right\}_{k=1,2, \ldots}$ is decreasing, and bounded below, and then $\left\{G\left(x, f_{k}(x)\right)\right\}_{k=1,2, \ldots}$ converges. This establishes that the right term of equation (16) converges to 0 when $k, m \rightarrow \infty$. Consequently $\left\{f_{k}(x)\right\}_{k=1,2, \ldots}$ is a Cauchy sequence in $S_{1}(x) \subset A(x)$. The set $S_{1}(x)$ is complete, and hence the control sequence $\left\{f_{k}(x)\right\}_{k=1,2, \ldots}$ converges to $g^{*}(x)$ in $A(x)$. Hence, since $x$ is arbitrary, it results that $\left\{f_{k}(x)\right\}_{k=1,2, \ldots}$ converges to $g^{*}(x)$ in $A(x)$, for each $x \in X$. As $f_{k} \in \mathbb{F}$, that is, each $f_{k}$ is measurable, it results that $g^{*}$ is also measurable, i. e., $g^{*} \in \mathbb{F}$.

## 4. UNIQUENESS OF THE OPTIMAL POLICY IN THE PERTURBED PROCESS

Lemma 4.1. For an optimal policy $f^{*}$, given by Lemma 2.3, for the MDP $M$, there exists $g^{*} \in \mathbb{F}$ (given by Lemma 3.1 taking $\eta \equiv f^{*}$ ), such that, the following properties are satisfied:
(i) $\varphi\left(f^{*}(x), g^{*}(x)\right)=0$, then $f^{*}(x)=g^{*}(x)$ and $G\left(x, g^{*}(x)\right)=G\left(x, f^{*}(x)\right)$, for all $x \in X$;
(ii)

$$
\begin{equation*}
G\left(x, g^{*}(x)\right)<G(x, f(x))+\varepsilon \varphi\left(f(x), g^{*}(x)\right), \tag{17}
\end{equation*}
$$

for each $f \in \mathbb{F}$ with $f(x) \neq g^{*}(x)$, for $x \in X$. Moreover, $g^{*}$ is the unique optimal policy for the perturbed process $M_{\varepsilon}$.

Proof. Take $\eta \equiv f^{*} \equiv f_{1}$ in Lemma 3.1 and let $g^{*}$ be defined as in Lemma 3.1.
(i) Taking $k=1$ in (16), it is obtained for each $m=2, \ldots$, and $x \in X$, that

$$
\begin{equation*}
\varepsilon \varphi\left(f^{*}(x), f_{m}(x)\right) \leq G\left(x, f^{*}(x)\right)-G\left(x, f_{m}(x)\right) \tag{18}
\end{equation*}
$$

As $G(x, \cdot)$ is l.s.c. in $A(x)$ for each $x \in X$, from 18), and as $f_{m}(x) \rightarrow g^{*}(x)$ for each $x \in X$, it follows that

$$
\begin{aligned}
G\left(x, g^{*}(x)\right) & \leq \lim \inf _{m \rightarrow \infty} G\left(x, f_{m}(x)\right) \\
& \leq \lim \inf _{m \rightarrow \infty}\left\{G\left(x, f^{*}(x)\right)-\varepsilon \varphi\left(f^{*}(x), f_{m}(x)\right)\right\} \\
& =G\left(x, f^{*}(x)\right)-\varepsilon \varphi\left(f^{*}(x), g^{*}(x)\right)
\end{aligned}
$$

for each $x \in X$. So

$$
G\left(x, g^{*}(x)\right)+\varepsilon \varphi\left(f^{*}(x), g^{*}(x)\right) \leq G\left(x, f^{*}(x)\right)
$$

and, since $f^{*}$ is optimal for $M$,

$$
\varepsilon \varphi\left(f^{*}(x), g^{*}(x)\right) \leq G\left(x, f^{*}(x)\right)-G\left(x, g^{*}(x)\right) \leq G\left(x, f^{*}(x)\right)-\inf _{a \in A(x)} G(x, a)=0
$$

for each $x \in X$. Hence, $f^{*}(\cdot)=g^{*}(\cdot)$.
(ii) From (i) it results that for each $x \in X, W\left(g^{*}, x\right)=V\left(f^{*}, x\right)=v^{*}(x)$. And it is easy to verify that for each $\pi \in \Pi$ and $x \in X, W(\pi, x) \geq V(\pi, x) \geq v^{*}(x)$ (observe that $c^{*}(x, a) \geq c(x, a)$, for all $x \in X$ and $\left.a \in A(x)\right)$. Combining these equalities and inequalities, it follows that, for each $\pi \in \Pi$ and $x \in X, W(\pi, x) \geq W\left(g^{*}, x\right)$, hence $w^{*}(\cdot)=v^{*}(\cdot)=W\left(g^{*}, \cdot\right)$ and $g^{*}$ is optimal for $M_{\varepsilon}$. Now, take $f \in \mathbb{F}$ and $x \in X$, such that $f(x) \neq g^{*}(x)$. Then, using that $\varphi\left(g^{*}(x), f(x)\right)>0$ and the maximality of $g^{*}$, it results that

$$
\begin{aligned}
G\left(x, g^{*}(x)\right) & \leq G(x, f(x))-\varepsilon \varphi\left(g^{*}(x), f(x)\right) \\
& \leq G(x, f(x)) \\
& <G(x, f(x))+\varepsilon \varphi\left(g^{*}(x), f(x)\right)
\end{aligned}
$$

hence, inequality (17) follows. Finally, let $h$ be a stationary policy such that $h$ is optimal for $M_{\varepsilon}$ and $h \neq g^{*}$. Take $x \in X$, such that $h(x) \neq g^{*}(x)$. From 17) and using that $w^{*}(\cdot)=v^{*}(\cdot)=W(h, \cdot)$ and $f^{*}(\cdot)=g^{*}(\cdot)$, it is obtained that

$$
\begin{aligned}
w^{*}(x) & =G\left(x, g^{*}(x)\right) \\
& <G(x, h(x))+\varepsilon \varphi\left(g^{*}(x), h(x)\right) \\
& =c(x, h(x))+\varepsilon \varphi\left(f^{*}(x), h(x)\right)+\alpha \int_{X} v^{*}(y) Q(\mathrm{~d} y \mid x, h(x)) \\
& =c(x, h(x))+\varepsilon \varphi\left(f^{*}(x), h(x)\right)+\alpha \int_{X} W(h, y) Q(\mathrm{~d} y \mid x, h(x))
\end{aligned}
$$

So,

$$
\begin{aligned}
w^{*}(x) & <c^{*}(x, h(x))+\alpha \int_{X} W(h, y) Q(\mathrm{~d} y \mid x, h(x)) \\
& =W(h, x)
\end{aligned}
$$

where the last equality follows from (4.2.15), p. 51 in 7]. Therefore, $w^{*}(x)<$ $W(h, x)$, i. e., $h(x)$ is not optimal, which is a contradiction for the optimality of $h$. This ends the proof of part (ii) of Lemma 4.1 .

Now all is set for the statement of the main result of this paper, that is clearly an immediate consequence of the two previous lemmas:

Theorem 4.2. For an MDP $M$, let $f^{*}$ be an optimal policy (note that $M$ does not necessarily have a unique optimal policy). Then there exists an MDP $M_{\varepsilon}$ with a unique optimal policy which coincides with $f^{*}$.

## 5. FINAL REMARKS

The following remarks regarding the present paper are relevant:

1. This paper generalizes [10, extending its basic results for not-necessarily convex cost functions.
2. There is no clear way of obtaining the main result of this paper as a direct corollary of Ekeland's Variational Principle, but, surprisingly, its classical proof (see [6]) can be suitably adapted.

The main theorem of the present paper may be interpreted as a specific density property of the set of Markov Decision Models with unique optimal policies. Due to the fact that the very construction of the perturbed process uses explicitly an optimal policy of the original model, this approach has not been yet fully established if under some natural topology, the set of all Markov Decision Models with unique optimal policies (the class of MDPs with the UOPP - Unique Optimal Policy Property-) is open or of first category, and, hence, is generic. The authors are currently working on this open problem. For instance, it is of great interest to study the Well-Posedness (in Luccheti's sense - see [8]) of this family of Markov Decision Processes.
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