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In this paper, we prove the exact null controllability of certain diffusion system by rewriting it as an equivalent nonlinear parabolic integrodifferential equation with variable coefficients in a bounded interval of $\mathbb{R}$ with a distributed control acting on a subinterval. We first prove a global null controllability result of an associated linearized integrodifferential equation by establishing a suitable observability estimate for adjoint system with appropriate assumptions on the coefficients. Then this result is successfully used with some estimates for parabolic equation in $L^k$ spaces together with classical fixed point theorem, to prove the null controllability of the nonlinear model.
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1. INTRODUCTION

It is interesting to note that in various fields of physics and engineering, many of the applications begin with a partial (or ordinary) differential equation and, through simplifying assumptions, we arrive at an integral or integrodifferential equation. Consider for example, in the analysis of space time dependent nuclear reactor dynamics, if the effect of a linear temperature feedback is taken into consideration and the reactor model is considered as an infinite rod, then the one group neutron flux $y(t,x)$ and the temperature $v(t,x)$ in the reactor are given by the following coupled equation (see, [20, 21, 27])

\begin{align*}
y_t - (a(t,x)y_x)_x &= (b(t,x)v + c_1(t,x) - 1)\Sigma_f y & (t > 0, -\infty < x < \infty) \quad (1) \\
\tilde{\rho}c_2 v_t &= c_3 \Sigma_g y, & (2)
\end{align*}

where $a$ is the diffusion coefficient and $\Sigma_f, \Sigma_g, b, \tilde{\rho}, c_1, c_2$ and $c_3$ are the physical quantities. By integrating (2) in the interval $(0,t)$ and substituting it in (1), we obtain the following nonlinear integrodifferential diffusion equation:

\begin{align*}
y_t - (a(t,x)y_x)_x &= \beta b(t,x)y \int_0^t y(r,x) \, dr + c(t,x)y & (t > 0, -\infty < x < \infty)
\end{align*}
where the constant $\beta$ and the coefficient $c$ are the quantities associated with the initial temperature and various physical parameters.

Therefore, in this paper we consider the following nonlinear integrodifferential control problem (taking $\beta = 1$)

$$
\begin{cases}
  z_t - (a(t,x)z_x)_x + b(t,x)z + c(t,x)z = 1_\omega u(t,x), & \text{in } Q \\
  z = 0, & \text{on } \Sigma \\
  z(0,x) = z_0(x), & \text{in } \Omega,
\end{cases}
$$

where $\Omega = (i_1, i_2)$ is a bounded interval in $\mathbb{R}$, $T > 0$ is a fixed time. The notations $Q = (0,T) \times \Omega$ and $\Sigma = (0,T) \times \{i_1\} \cup (0,T) \times \{i_2\}$ is the boundary and $1_\omega$ is the characteristic function of an open set $\omega \subset \Omega$. The state $z = z(t,x)$ and the control $u = u(t,x)$ (which acts on the system through $\omega$) are unknowns to be determined for any arbitrary but fixed initial data $z_0 \in H^1_0(\Omega)$.

Moreover, we assume that the coefficients $a \in C^{1,2}(\bar{Q}), c \in L^\infty(\bar{Q})$ and $b$ is sufficiently smooth satisfying the following conditions:

$$
a(t,x) \geq a_{\min} > 0 \quad \text{and} \quad b(t,\cdot)|_{t=0,T} = 0, \quad b(t,x) \geq 0.
$$

(4)

The system (3) is said to be null controllable at time $T$ if, for each $z_0 \in H^1_0(\Omega)$, there exists $u \in L^2((0,T) \times \omega)$ such that the associated solution satisfies $z(T,x) \equiv 0$ in $\Omega$.

The existence, uniqueness and asymptotic behavior of the solutions of the nonlinear integrodifferential equation of the form (3) have been studied by several authors (see, for example, [20, 21]). The problem of exact null controllability of related models without the integral term as a nonlinearity has been studied by several authors in the last two decades. We will explain briefly some results from the literature. For the first time, Lebeau and Robbiano [18] studied the null controllability of the linear heat equation in a bounded domain $\Omega \subset \mathbb{R}^n$ by a localized control force which acts on a subdomain $\omega \subset \Omega$ by using the spectral decomposition of the solutions. Fursikov and Imanuvilov [14] proved these results for semilinear equation

$$
y_t - \Delta y + f(y) = 1_\omega u, \quad \text{in } (0,T) \times \Omega
$$

when the function $f$ is sublinear and also they proved the exact controllability of more general semilinear parabolic equations with variable coefficients by establishing a global Carleman estimate for linearized problem. A related result has been proved by Imanuvilov and Yamamoto [15] for parabolic equations in Sobolev spaces of negative order. Barbu [4] (see, also [3] for a related result) and Fernandez-Cara and Zuazua [13] generalized those results of [14] for some superlinear nonlinearities using a classical fixed point method and a Carleman type estimate for associated linear equation. Anita and Barbu [2] studied some interesting results on null controllability of nonlinear convective heat equations for $n = 1, 2, 3$. The null controllability of the diffusion equation

$$
y_t - (a(y))_{xx} = 1_\omega u, \quad \text{in } (0,T) \times \Omega,
$$
where Ω is a bounded interval in $\mathbb{R}$, has been discussed by Beceanu [8] by establishing a Carleman estimate for appropriate linearized equation.

Besides, approximate controllability of the linear heat equations with memory kernels has been analyzed by Barbu and Iannelli [6] under some technical conditions on the memory kernels by means of Laplace transform and Yong and Zhang [28] studied the controllability of the heat equation with hyperbolic memory kernel. The paper by Sakthivel et al. [22] discusses the exact controllability of some nonlinear parabolic integrodifferential equations with periodic boundary conditions when the nonlinearity is of globally Lipschitz and the control $u \in L^2((0,T) \times \omega)$. Whereas in this work we deal with a particular nonlinear term consisting of an integral in which the associated linear model is discussed when the linearized coefficient is in $L^\infty(Q)$ which leads us to proving some regularity on the control and this result is then applied to establish some new regularity result for the nonlinear system. Apart from these results, very recently Sakthivel et al. [24] obtained the local exact null controllability of nonlinear parabolic integrodifferential equation with nonlinearities under the integral sign is of globally Lipschitz with homogeneous Dirichlet boundary conditions.

**Remark 1.1.** The paper by Sakthivel et al. [23] studies the null controllability of certain parabolic equations with zeroth order memory integral of the form

$$\int_0^t k(t,r)z(r,x)\,dr$$

with the assumption that the smooth kernel $k(t,\cdot)$ has support with respect to time, that is, $\text{supp}(k(\cdot,t)) \subset (t_0,t_1)$ for some arbitrary but fixed $t_0$ and $t_1$ with $0 < t_0 < t_1 < T$. It is worth noting that in the duality process, the coefficient $b(t,x)$ in (1) turns into a kind of kernel function in which we have not imposed such assumption and it forces us to prove a new estimate to complete the proof of Theorem 2.2 which makes this paper substantially different from [23]. Further, we remark that the model we have considered here is completely different from the above noted literature due to the peculiar nonlinearity arises when we combine the system (1) – (2) to get an equivalent model.

**Remark 1.2.** Though for simplicity, we restrict this paper for one dimensional case, in the actual reactor systems, the temperature is a function of position $x$, which may be one, two or three dimensional. So the discussion we have carried out in this paper can also be extended for higher dimensions ($n = 2, 3$) of the model

$$z_t - \nabla \cdot (a(t,x)\nabla z) + b(t,x)z \int_0^t z(r,x)\,dr + c(t,x)z = 1_{\omega}u(t,x) \quad \text{in} \quad (0,T) \times \Omega,$$

with the same assumptions on the coefficients $a$, $b$ and $c$ and with suitable regularity on the initial data. More precisely, from the regularity result we have proved in Lemma 3.2, it is clear that for $z_0 \in H^2(\Omega) \subset W^{2,\frac{4}{3}}(\Omega)$ and $u \in L^3(Q)$, one can conclude by the Sobolev imbeddings $W^{2,1}(Q) \subset L^\infty(Q)$, for $n = 1, 2, 3$ (see, [19]) so that Theorem 3.4 can be validated for $n = 1, 2, 3$. Besides, the result can further be
extended to a larger class of initial data by means of smoothing effect of the heat equation.

Now we describe some spaces which will be used throughout the paper to formulate our results. For each positive integer \( m \) and \( p > 1 \), or \( p = \infty \), we denote as usual by \( W^{m,p}(\Omega) \), the Sobolev space of functions in \( L^p(\Omega) \) whose weak derivatives of order less than or equal to \( m \) are also in \( L^p(\Omega) \). When \( p = 2 \) instead of \( W^{m,2}(\Omega) \), we shall write \( H^m(\Omega) \). Besides, we need the space \( L^2(0,T;H^1(\Omega)) \) of all equivalence classes of square integrable functions from \((0,T)\) to \( H^1(\Omega) \). The space \( L^2(0,T;L^2(\Omega)) \) is analogously defined. Moreover, we set

\[
C^{1,2}(\bar{Q}) = \{ w(t,x) \in C(\bar{Q}) : w_t, w_x, w_{xx} \in C(\bar{Q}) \},
\]

\[
W^{2,1}_k(Q) = \{ w(t,x) \in L^k(Q) : D^r_tD^m_x w \in L^k(Q), \ 2r + m \leq 2, \ 2 \leq k \leq +\infty \},
\]

\[
H^1(0,T;L^2(\Omega)) = \{ w(t,x) \in L^2(0,T;L^2(\Omega)) : dw/dt \in L^2(0,T;L^2(\Omega)) \}.
\]

For more details about these spaces, one can refer to Adams and Fournier [1] and the classical monograph by Ladyzenskaya et al. [17].

This paper is arranged as follows: In Section 2 we establish a Carleman estimate for linear adjoint diffusion equation and deduce an observability estimate. In Section 3, we first prove the global null controllability of the linear diffusion equation and then we establish the null controllability of the nonlinear model (3) making use of Lemma 3.2 and classical fixed point arguments.

2. OBSERVABILITY ESTIMATES

It is well known that the exact controllability of a linear system can be reduced to the observability estimate of its dual system. In the same way, controllability of a semilinear system can be reduced to an estimate, provided the observability constant depends on the coefficients of the “linearized” systems. Thus, one of the main problems in the theory of exact controllability is how to construct the observability estimates for the linear system. There are several methods to prove the observability estimates, for example, multiplier techniques [16, 19], Carleman estimates [14, 26] and microlocal analysis [7]. The very recent survey article by Zuazua [29] explains most of the available methods developed by various authors during the last few decades to study the controllability of partial differential equations. However, to the best of our knowledge, the most effective method in proving the observability estimate is the method of Carleman estimates.

In this direction, we first consider the linearized system

\[
\begin{cases}
  z_t - (a(t,x)z_x)_x + g(t,x) \int_0^t z(r,x) \, dr + c(t,x)z = 1_\omega u(t,x), & \text{in } Q \\
  z = 0, & \text{on } \Sigma \\
  z(0,x) = z_0(x), & \text{in } \Omega,
\end{cases}
\]

where \( g(t,x) = w(t,x)b(t,x) \), for some function \( w \in L^\infty(Q) \). In order to establish the controllability of (5) it is sufficient to derive a Carleman type estimate for dual
problem
\begin{equation}
\begin{cases}
-y_t - (a(t, x)y_x)_x + G_t^T * y + c(t, x)y = 0, & \text{in } Q \\
y = 0, & \text{on } \Sigma \\
y(T, x) = y_T(x), & \text{in } \Omega,
\end{cases}
\end{equation}
where $y_T \in L^2(\Omega)$ and the notation $G_t^T * y$ stands for
\begin{equation}
G_t^T * y = \int_t^T g(r, x)y(r, x) \, dr.
\end{equation}
The following lemma is the most fundamental tool in proving the Carleman type estimates. The proof of this lemma can be found in [14].

\textbf{Lemma 2.1.} Let $\omega_0 \subset \omega$ be an arbitrary fixed subset of $\Omega$. Then there exists a function $\psi \in C^2(\bar{\Omega})$ such that
\begin{align*}
\psi > 0 & \forall x \in \Omega, \quad \psi = 0 \text{ on } \partial \Omega \quad \text{and} \quad |\psi_x| > 0 \forall x \in \Omega \setminus \omega_0. \\
\end{align*}
Further, we are in need of the following weight functions
\begin{equation}
\phi(t, x) = e^{\lambda \psi(x)}/\pi(t) \quad \text{and} \quad \alpha(t, x) = (e^{\lambda \psi(x)} - e^{2\lambda \Psi})/\pi(t),
\end{equation}
where $\pi(t) = t(T-t)$ and $\Psi = \|\psi(x)\|_{C(\bar{\Omega})}$, the parameter $\lambda > 1$ and the function $\psi$ is defined in the above lemma. From the definitions of $\phi$ and $\alpha$, we note that
\begin{align*}
\phi_t &= e^{\lambda \psi(x)}(2t - T)/\pi^2(t), \quad \alpha_t = (e^{\lambda \psi(x)} - e^{2\lambda \Psi})(2t - T)/\pi^2(t),
\end{align*}
and so
\begin{equation}
|\phi_t| \leq \tilde{C}_1 \phi^2, \quad |\alpha_t| = |\alpha(\ln(\pi^{-1}(t)))| \leq \tilde{C}_1 \phi^2, \quad |\alpha_{tt}| \leq \tilde{C}_1 \phi^3,
\end{equation}
where the constant $\tilde{C}_1 > 0$ is independent of $(t, x) \in Q$ and $\lambda > 1$. It is easy to see that $\phi_x = \alpha_x = \lambda \phi_x \phi$. Further, $\psi$ is a continuous function with compact support in $\Omega$; then there exist constants $\tilde{C}_2, \tilde{C}_3$ and $\tilde{C}_4$ such that
\begin{align*}
\tilde{C}_2 &= \sup_{x \in \Omega} |\psi_x|, \quad \tilde{C}_3 = \sup_{x \in \Omega} |\psi_{xx}| \quad \text{and} \quad \tilde{C}_4 = \sup_{x \in \Omega} |\psi_x^2|
\end{align*}
hold. But, for simplicity, throughout the proof we shall use the generic constant $C$ alone. Here we see that the weight function $\alpha$ approaches $-\infty$ at $t = 0$ and $t = T$, and this helps us to get the desired observability estimate. Also the additional parameter $\lambda$ is essential in order to obtain the control of the constant which enable us to handle arbitrarily large coefficients in the coupling terms.

First we establish a Carleman estimate for the variant of the dual problem (6), namely,
\begin{equation}
\begin{cases}
y_t + (ay_x)_x - G_t^T * y = f(t, x), & \text{in } Q \\
y = 0, & \text{on } \Sigma \\
y(T, x) = y_T(x), & \text{in } \Omega,
\end{cases}
\end{equation}
where the integral $G_t^T * y$ is defined in (7). Now we are ready to state and prove the main result of this section.
Theorem 2.2. (Carleman Type Estimate) Let the functions $y$ and $f$ satisfy and $\phi, \alpha$ be defined as in [69]. Suppose assumptions [14] on the coefficients $a, b$ and $c$ hold true and also assume that $\|w\|_{L^\infty(Q)} \leq \rho$. Then for any $\lambda \geq \lambda_0(\Omega, T)$ and $s \geq s_0(\Omega, T, \lambda, \rho, a, b)$, the following inequality holds:

$$\int_Q e^{2s\alpha} ((s\phi)^3 y^2 + s\phi y_x^2) \, dx \, dt \leq C(\lambda) \left( \int_Q e^{2s\alpha} f^2 \, dx \, dt + \int_{Q_\omega} e^{2s\alpha} s^3 \phi^3 y^2 \, dx \, dt \right),$$

where $Q_\omega = (0, T) \times \omega$ and the constant $C(\lambda) > 0$ is independent of $y$ and $s$.

Proof. Let us make the change of variable for the unknown function $p(t, x) = e^{s\alpha} y(t, x)$ in [10]. Then it becomes

$$\begin{cases} p_t(t, x) + L_1 p(t, x) - L_2 p(t, x) = f_s(t, x), & \text{in } Q, \\ p = 0, & \text{on } \Sigma, \\ p(0, x) = p(T, x) = 0, & \text{in } \Omega, \end{cases}$$

where

$$L_1 p = -2sa\lambda \phi \psi_x p_x - 2sa\lambda^2 \phi \psi_x^2 p,$$

$$L_2 p = -s^2 a \lambda^2 \phi^2 \psi_x^2 p + sa t p - ap_{xx} - sa \lambda^2 \phi \psi_x^2 p + sa \lambda \phi \psi_{xx} p,$$

$$f_s = e^{s\alpha} f + e^{s\alpha} G^T_1 - e^{-s\alpha} a_x s^2 \lambda \phi \psi_x p - a_x p_x.$$ (13)

In virtue of (12), we obtain

$$\|p_t + L_1 p\|_{L^2(Q)}^2 + \|L_2 p\|_{L^2(Q)}^2 - 2\langle p_t, L_2 p \rangle_{L^2(Q)} - 2\langle L_1 p, L_2 p \rangle_{L^2(Q)} = \|f_s\|_{L^2(Q)}^2.\]$$

Clearly, this would imply the following inequality

$$- \langle L_1 p, L_2 p \rangle_{L^2(Q)} \leq \langle p_t, L_2 p \rangle_{L^2(Q)} + \frac{1}{2} \|f_s\|_{L^2(Q)}^2.$$

(16)

Now we have to obtain the lower bound for the left hand side $L^2$ integrals and the upper bound for the right hand side integrals as well. Proceeding with the computations similar to [9, 14, 23], one indeed obtain the following lemma.

Lemma 2.3. Suppose all the assumptions of Theorem 2.2 are satisfied. Then there exists a $\hat{\lambda}_0(\Omega, T) > 0$ such that for an arbitrary $\lambda \geq \hat{\lambda}_0$, there exists a $\hat{s}_0(\Omega, T, \lambda, a)$ such that for every $s \geq \hat{s}_0$, the solution of the problem (12) satisfies the inequality:

$$\int_Q s^3 \lambda^4 \phi^3 p^2 \, dx \, dt + \int_Q s \lambda^2 \phi p_x^2 \, dx \, dt \leq C \left( \int_{Q_{\omega_0}} s^3 \lambda^4 \phi^3 p^2 \, dx \, dt + \int_{Q_{\omega_0}} s \lambda^2 \phi p_x^2 \, dx \, dt + \|f_s\|_{L^2(Q)}^2 \right),$$

where the constant $C > 0$ depends only on $\Omega, \omega, T$ and $Q_{\omega_0} = (0, T) \times \omega_0$.\)
We now continue the proof of Theorem 2.2. Estimating the last term in (17), we obtain

\[ \|f_s\|_{L^2(\Omega)}^2 \leq 4 \int_{\Omega} e^{2s\alpha f^2} \, dx \, dt + 4 \int_{\Omega} e^{2s\alpha (G_t^T + e^{-s\alpha} p)^2} \, dx \, dt + C \int_{\Omega} s^2 \lambda^2 \phi^2 \, dx \, dt + C \int_{\Omega} p^2 \, dx \, dt. \]  

(18)

Note that for any sufficiently large \( \lambda \geq \lambda_0 \) and \( s \geq s_0 \) (see, for example [23] for precise values of \( \lambda_0, s_0 \)), the last two integrals in (18) can go with the similar integrals on the left hand side of (17). Thus we have

\[ \int_{\Omega} s^3 \lambda^4 \phi^3 p^2 \, dx \, dt + \int_{\Omega} s \lambda^2 \phi p^2 \, dx \, dt \leq \int_{\Omega} e^{2s\alpha f^2} \, dx \, dt + C( \int_{\Omega} \omega_0^2 s^3 \lambda^4 \phi^3 y^2 \, dx \, dt + \int_{\Omega} s \phi^2 x \, dx \, dt ). \]  

(19)

Next, we come back to the original variable \( y \) by substituting \( p = e^{s\alpha} y \) into the above inequality as follows

\[ \int_{\Omega} e^{2s\alpha (s^3 \phi^3 y^2 + s \phi y_x^2)} \, dx \, dt \leq \int_{\Omega} e^{2s\alpha f^2} \, dx \, dt + C( \int_{\Omega} e^{2s\alpha (s^3 \phi^3 y^2 + s \phi y_x^2)} \, dx \, dt + \int_{\Omega} e^{2s\alpha (G_t^T + y)^2} \, dx \, dt ) \]  

(20)

for \( \lambda \geq \lambda_0 \) and \( s \geq s_0 \), where the constant \( C \) is somehow greater than the constant defined in the preceding estimate. To estimate the last term in (20), we are in need of the following lemma.

**Lemma 2.4.** Suppose all the assumptions of Theorem 2.2 hold true. Then, there exists a constant \( C > 0 \) depending only on \( \Omega, T, \rho \) and \( b \) satisfying the estimate:

\[ \int_{\Omega} e^{2s\alpha (G_t^T + y)^2} \, dx \, dt \leq C \int_{\Omega} e^{2s\alpha y^2} \, dx \, dt. \]  

(21)

**Proof.** We shall prove this lemma, with the help of the assumptions on \( b \) and certain interesting properties of the weight functions. Let us first set

\[ \tilde{b}(\tau, x) = -b_\tau(\tau, x) \text{ and } y^t(\zeta, x) = \int_{\tau}^{\zeta} |y(\eta, x)| \, d\eta, \ \zeta \leq t. \]

Then the formal integration by parts in time yields

\[ \int_{0}^{T} \tilde{b}(\tau, x) y^t(\tau, x) \, d\tau = \int_{0}^{T} b(\tau, x) |y(\tau, x)| \, d\tau - (b(\tau, x) y^t(\tau, x)) \bigg|_{\tau=T}^{\tau=0}, \]
and therefore
\[
\int_Q e^{2s\alpha} (G^T_t \ast y)^2 \, dx \, dt 
\leq \rho \int_Q e^{2s\alpha} \left( \int_0^T b(\zeta, x) |y(\zeta, x)| \, d\zeta \right)^2 \, dx \, dt 
\begin{align*}
&= \rho \int_Q e^{2s\alpha} \left( \int_0^T \bar{b}(\zeta, x) y'(\zeta, x) \, d\zeta \right)^2 \, dx \, dt \\
&\leq \rho C_b T \int_Q e^{2s\alpha} \left( \int_0^t |y(r, x)| \, dr \right) \, dx \, dt \\
&= \rho C_b T^2 \int_Q e^{2s\alpha} \left( \int_0^t |y(r, x)| \, dr \right)^2 \, dx \, dt.
\end{align*}
\] (22)

Now, let us observe that
\[
\int_Q e^{2s\alpha} \left| \int_0^t |y(r, x)| \, dr \right|^2 \, dx \, dt 
\begin{align*}
&= \int_0^T \int_\Omega e^{2s\alpha} \left| \int_0^t |y(r, x)| \, dr \right|^2 \, dx \, dt + \int_0^T \int_\Omega e^{2s\alpha} \left| \int_0^t |y(r, x)| \, dr \right|^2 \, dx \, dt \\
&= I_1 + I_2.
\end{align*}
\]

From the definition of the weight function \( \alpha \), it is clear that
\[
\alpha_t = -2 \frac{(e^{2\lambda \Psi} - e^{\lambda \Psi}) (t - \frac{T}{2})}{\pi^2(t)} \geq 0 \quad \text{for} \quad 0 \leq t \leq \frac{T}{2},
\]
which leads to
\[
I_1 
\begin{align*}
&\leq \int_0^T \int_\Omega e^{2s\alpha} \left( \frac{T}{2} - t \right) \left( \int_0^t |y(r, x)|^2 \, dr \right) \, dx \, dt \\
&\leq \frac{C(\Omega, T)}{s} \int_0^T \int_\Omega (e^{2s\alpha} + \int_0^T |y(r, x)|^2 \, dr) \, dx \, dt \\
&\leq C(\Omega, T) \int_0^T \int_\Omega e^{2s\alpha} |y(t, x)|^2 \, dx \, dt \quad \text{for} \quad 0 \leq t \leq \frac{T}{2} \quad \text{and} \quad s \geq s_0,
\end{align*}
\]

since the boundary terms disappear due to the fact that \( \alpha(0, x) = -\infty \) and inner integral vanishes at \( t = T/2 \). For any \( t \in (T/2, T) \), applying Fubini’s theorem together with the fact that \( e^{2s\alpha} \) is a decreasing function in \( (T/2, T) \), we also have

\[
I_2 
\begin{align*}
&= \int_0^T \int_\Omega \left( \int_r^T e^{2s\alpha(t, x)} \, dt \right) |y(r, x)|^2 \, dx \, dr \\
&\leq C(T) \int_0^T \int_\Omega e^{2s\alpha(r, x)} |y(r, x)|^2 \, dx \, dt \quad \text{for} \quad \frac{T}{2} \leq r \leq t \leq T.
\end{align*}
\]

Hence, by combining the preceding estimates, one can complete the proof. \( \square \)
In order to complete the proof of Theorem 2.2, it is sufficient to express the integral of $e^{2sa\phi y^2}$ over $Q_{\omega_0}$ in the right hand side of (20), in terms of $e^{2sa\phi^3 y^2}$ over a larger domain $Q_{\omega}$. To this end, we multiply the first equation in (10) by $\theta(y) := e^{2sa\phi \chi y}$ and integrate over $Q_{\omega}$, where the function $\chi \in C^2$ satisfies $\chi = 1$ in $\omega_0$, $0 \leq \chi \leq 1$, to get

$$-\int_{Q_{\omega}} \theta(y)(ay_x)_x \, dx \, dt \leq \frac{n}{2} \int_{Q_{\omega}} e^{2sa f^2} \, dx \, dt + \frac{1}{n} \int_{Q_{\omega}} e^{2sa s^2 \phi^2 y^2} \, dx \, dt \tag{23}$$

Consequently following the similar estimates in [14, 23] and using Lemma 2.4, we obtain

$$\int_{Q_{\omega_0}} e^{2sa \phi y^2} \, dx \, dt \leq C(\lambda) \left( \int_{Q} e^{2sa f^2} \, dx \, dt + \int_{Q_{\omega}} e^{2sa s^3 \phi^3 y^2} \, dx \, dt \right), \tag{24}$$

where we have used the assumption on the coefficient $a$. Thus substituting the estimation (24) into the inequality (20) and choosing sufficiently large enough $\lambda \geq \lambda_0$, $s \geq s_0$, one can conclude the proof of Theorem 2.2.

Now we reduce the following observability estimate from Theorem 2.2 and it will be the main ingredient for the proof of the controllability of the linear problem. This inequality enables us to estimate the solutions in the entire domain by observing them in small subdomain only.

**Corollary 2.5.** Suppose all the assumptions of Theorem 2.2 are satisfied. Then there exists a constant $C > 0$, such that for any sufficiently large $\lambda \geq \lambda_0$, $s \geq s_1$ and for any $r \in (0, 2)$, the following estimate holds:

$$\int_{Q_0} y^2(0, x) \, dx \leq C \int_{Q_{\omega}} e^{rsa} \, y^2 \, dx \, dt, \tag{25}$$

where $y$ is the solution to the adjoint problem (6).

**Proof.** Multiplying (6) by $y$ and integrating on $\Omega$ and applying Young’s inequality, we get

$$\frac{1}{2} \frac{d}{dt} \int_{\Omega} y^2 \, dx + \int_{\Omega} ay^2_x \, dx \leq \frac{1}{2} (1 + 2\|c\|_{L^\infty(Q)}) \int_{\Omega} y^2 \, dx + \frac{1}{2} \int_{\Omega} (G^T_t * y)^2 \, dx,$$

whence it follows that

$$-\frac{d}{dt} \left( e^{C_1 t} \int_{\Omega} y^2(t, x) \, dx \right) \leq e^{C_1 t} \int_{\Omega} (G^T_t * y)^2 \, dx, \tag{26}$$

where we have used the assumption on $a$ and $C_1 > 0$ is a constant. Integrating over the time interval $0 \leq t \leq T/4$, we get

$$\int_{\Omega} y^2(0, x) \, dx \leq e^{C_1 T} \left( \int_{\Omega} y^2(T/4, x) \, dx + \int_{0}^{T/4} \int_{\Omega} (G^T_t * y)^2 \, dx \, dt \right).$$
Again integrating (26) from $T/4$ to $t$ with $t \in [T/4, 3T/4]$ and then combining with the preceding estimate, one can obtain that

$$\int_{\Omega} y^2(0,x) \, dx \leq e^{C_1 T} \left( \int_{\Omega} y^2(t,x) \, dx + \int_{Q^{3T/4}} (G_t^T \ast y)^2 \, dx \, dt \right)$$  

(27)

where $Q^{3T/4} = (0,3T/4) \times \Omega$. But recalling the assumption on the coefficient $b$ and proceeding with the computation similar to the estimate (22), one indeed get

$$\int_{Q^{3T/4}} (G_t^T \ast y)^2 \, dx \, dt \leq \rho C_3^2 \int_{Q^{3T/4}} \left| \int_{T/4}^t y^2 \, dr \right| \, dx \, dt \leq C_2 \int_{T/4}^{3T/4} \int_{\Omega} y^2 \, dx \, dt.$$  

Integrating with time over the interval $(T/4, 3T/4)$, the inequality (27), now reduces to

$$\int_{\Omega} y^2(0,x) \, dx \leq C_3 \int_{T/4}^{3T/4} \int_{\Omega} y^2 \, dx \, dt,$$  

(28)

where the constant $C_3 > 0$ depends on $\Omega, T, \rho$ and the coefficients $b, c$. Now by density, applying the Carleman estimate to the system (6), we get

$$\int_{Q} e^{2s \alpha} s^3 \phi^3 y^2 \, dx \, dt + \int_{Q} e^{2s \alpha} s \phi y_x^2 \, dx \, dt \leq C(\lambda) \int_{Q} e^{2s \alpha} s^3 \phi^3 y^2 \, dx \, dt,$$  

(29)

for any $s \geq s_1 = \max\{s_0, C\|c\|_{L^\infty(Q)}^{2/3} \}.$

It is easy to see that $(e^{2s \alpha} \phi^3) \geq C_4 > 0$ for all $(t,x) \in [T/4, 3T/4] \times \Omega$, for sufficiently large $s \geq s_1$ (see, [12] for a sharp estimate). For any $0 < r < 2$ and $s \geq s_1$, we also have $(e^{(2-r)s \alpha} \phi^3) \leq C_5 < \infty$ for all $(t,x) \in (0,T) \times \overline{\Omega}$. With this remark, combining the estimate (28) with (29), one can conclude the proof. \[\square\]

3. CONTROLLABILITY RESULTS

3.1. Controllability of the Linear Diffusion Equation

In this section, we shall obtain a solution to the global exact null controllability problem for the linear model (5) as the limit of an approximation process, constructed with the aid of a family of appropriate optimal control problems for system (5). To derive the needed estimates for the solutions of the optimal control problems we shall use Pontryagin’s maximum principle and the Carleman estimate (11) derived for the backward adjoint equation of (5). Throughout this sequel we use the functions $\alpha$ and $\phi$ as defined in (8).

Theorem 3.1. Let $\Omega$ be an open bounded set in $\mathbb{R}$. Suppose assumptions (4) on the coefficients $a, b$ and $c$ are satisfied and also assume that $\|w\|_{L^\infty(Q)} \leq \rho$. Then there exist $\lambda \geq \lambda_0$ and $s \geq s_1$ as defined in Corollary 2.5, such that for any $z_0 \in H^1_0(\Omega)$, there exist $(u, z)$ satisfying (5) and the terminal condition $z(T,x) \equiv 0$ a.e. $x \in \Omega$. 

\[\square\]
Proof. Let $T > 0$ be fixed and $z_0 \in H_0^1(\Omega)$. For any $\epsilon > 0$ and $r \in (0, 2)$, consider the optimal control problem subject to (5) with

$$J(u, z) = \int_Q e^{-rs_\alpha}u^2 \, dx \, dt + \frac{1}{\epsilon} \int_\Omega z^2(T, x) \, dx \to \inf.$$  \hfill (30)

It is well known that by the classical arguments, this minimization problem has a unique solution $(u_\epsilon, z_\epsilon)$ for every $\epsilon > 0$. Next we shall show that $(u_\epsilon, z_\epsilon)$ converges (on a subsequence of $\{\epsilon\}$) to $(u, z)$ and this will be proved to be a solution of the control problem (5). By Pontryagin’s maximum principle (see, [10, 13]), the control $u_\epsilon$ is characterized as $u_\epsilon = 1_\omega e^{rs_\alpha}y_\epsilon$ a.e. in $Q$, where $r \in (0, 2)$ and $y_\epsilon$ is a solution of the following backward adjoint equation

$$\begin{aligned}
-(y_\epsilon)_t - (a(y_\epsilon)_x)_x + G^T_t * y_\epsilon + cy_\epsilon &= 0, \quad \text{in } Q \\
y_\epsilon &= 0, \quad \text{on } \Sigma \\
y_\epsilon(T, x) &= -\frac{1}{r}z_\epsilon(T, x), \quad \text{in } \Omega.
\end{aligned} \hfill (31)
$$

Next, we obtain an a priori estimate for the solution $z$ of (5). First, we multiply (5) by $z_\epsilon$ and integrate over $\Omega$. Then applying Young’s inequality and Hölder’s inequality, we get

$$\begin{aligned}
\frac{1}{2} \frac{d}{dt} \int_\Omega z_\epsilon^2 \, dx + \int_\Omega a(t, x)(z_\epsilon)_x^2 \, dx \\
&\leq (1 + \|c\|_{L^\infty(\Omega)}) \int_\Omega z_\epsilon^2 \, dx + \frac{\rho^2 C_\epsilon T}{2} \int_0^t \int_\Omega z_\epsilon^2 \, dx \, dr + \frac{1}{2} \int_\Omega 1^2 u_\epsilon^2 \, dx.
\end{aligned} \hfill (32)
$$

Integrating from $0$ to $t$, for $t \in (0, T)$, we get

$$\begin{aligned}
\int_\Omega z_\epsilon^2(t, x) \, dx + 2 \int_0^t \int_\Omega a(t, x)(z_\epsilon)_x^2 \, dx \, dr \\
&\leq C_1 \left( \int_0^t \|z_\epsilon\|_{L^2((0, r) \times \Omega)}^2 \, dr + \|z_0\|_{L^2(\Omega)}^2 + \|e^{-rs_\alpha/2}u_\epsilon\|_{L^2(\Omega)}^2 \right),
\end{aligned} \hfill (33)
$$

where $C_1 > 0$ is a constant. We note that $e^{rs_\alpha} \leq \tilde{C} + \infty$, \(\forall \, (t, x) \in Q\) and by duality argument, the last control integral can be bounded by the $L^2$ norm of $z_0$ (see, [23]). Now making use of the assumption on the coefficient $a$ and the Poincaré inequality, it is clear that

$$\int_0^t \int_\Omega (z_\epsilon)_x^2 \, dx \, dr \leq C_2 \|z_0\|_{L^2(\Omega)}^2 \forall t \in (0, T),$$  \hfill (32)

where the constant $C_2 > 0$ depends on $\Omega, T$ and the coefficients $a_{min}, b, c$ and $\rho$. Moreover, the system (5) can equivalently be written as

$$\begin{aligned}
(z_\epsilon)_t - a(z_\epsilon)_x x &= 1_\omega u_\epsilon + a_x(z_\epsilon)_x - g \int_0^t z_\epsilon(r, x) \, dr - cz_\epsilon, \quad \text{in } Q \\
z_\epsilon &= 0, \quad \text{on } \Sigma \\
z_\epsilon(0, x) &= z_0(x), \quad \text{in } \Omega.
\end{aligned} \hfill (33)$$
Now squaring both sides of the equation (33) and integrating on \((0, t) \times \Omega\), one can get
\[
\int_{\Omega} a(t, x)(z_\epsilon)^2 \, dx + \frac{1}{2} \int_0^t \int_{\Omega} \left( (z_\epsilon)^2_t + 2a^2(t, x)(z_\epsilon)^2_{xx} \right) \, dx \, dr
\leq \int_{\Omega} a(0, x)(z_0(x))^2 \, dx + 4 \int_0^t \int_{\Omega} 1_\epsilon^2 u^2 \, dx \, dr + C_a \int_0^t \int_{\Omega} (z_\epsilon)^2 \, dx \, dr
+ 4 \left( \|c\|_{L^\infty(Q)}^2 + \rho^2 C_b T^2 \right) \int_0^T \int_{\Omega} z_\epsilon^2 \, dx \, dt.
\]

Once again with the assumption on \(a\) together with the Poincaré inequality and the estimate (32), we arrive at
\[
\int_{\Omega} (z_\epsilon)^2 \, dx + \int_0^T \int_{\Omega} \left( (z_\epsilon)^2 + (z_\epsilon)^2_{xx} \right) \, dx \, dt \leq C_3 \left( \|z_0\|_{H^1_0(\Omega)} + \|z_0\|_{L^2(\Omega)}^2 \right),
\]
where the constant \(C_3 > 0\) depends only on \(\Omega, T\) and the coefficients \(a_{\min}, b, c\) and \(\rho\). Making use of the above \(a \text{ priori}\) estimates and following the similar arguments in [23, 24], one can conclude the proof. \(\square\)

For the proof of controllability of the nonlinear system, we are further in need of some regularity on the control.

**Lemma 3.2.** Suppose all the assumptions of Theorem 3.1 are satisfied. Then for any \(z_0 \in H^1_0(\Omega)\), there exist \((u, z)\) satisfying (35) such that \(z(T, x) \equiv 0\) a.e. \(x \in \Omega\) and
\[
\|u\|_{L^k(\Omega)}^2 \leq C_k \|z_0\|_{L^2(\Omega)}^2, \quad \text{for any} \quad k \in (2, +\infty).
\]

**Proof.** Let us start by setting \(\tilde{y}_\epsilon = e^{rs\alpha} y_\epsilon\), to have from (36) that
\[
\begin{cases}
(\tilde{y}_\epsilon)_t + a(\tilde{y}_\epsilon)_{xx} = g_{y_\epsilon} & \text{in} \ Q \\
\tilde{y}_\epsilon = 0 & \text{on} \ \Sigma \\
\tilde{y}_\epsilon(T, x) = 0 & \text{in} \ \Omega,
\end{cases}
\]
where
\[
g_{y_\epsilon} = e^{rs\alpha} G^T_i * y_\epsilon + \left[ 2a(e^{rs\alpha})_x - a_x e^{rs\alpha} \right](y_\epsilon)_x + \left[ ce^{rs\alpha} + (e^{rs\alpha})_t + a(e^{rs\alpha})_{xx} \right] y_\epsilon
= I_1 + I_2 + I_3.
\]

Now from the parabolic regularity (see, [17]) and the estimate (29), we obtain the following estimates: First, we note that
\[
\|\tilde{y}_\epsilon\|_{W^{2,1}_2(Q)} \leq C \|g_{y_\epsilon}\|_{L^2(Q)}.
\]

Next we proceed estimating the integrals \(I_i, i = 1, 2, 3\) one by one. By Lemma 2.4, it is clear that
\[
\|I_1\|_{L^2(Q)} \leq C(\Omega, T) \rho C_b \|e^{2(r-1)\alpha_0} \phi^{-3}\|_{L^\infty(Q)} \int_Q e^{2\alpha_0} \phi^3 y_\epsilon^2 \, dx \, dt \leq C \int_{Q_\omega} e^{rs\alpha} y_\epsilon^2 \, dx \, dt,
\]
\[
\|I_2\|_{L^2(Q)} \leq C(\Omega, T) \rho C_b \|e^{2(r-1)\alpha_0} \phi^{-3}\|_{L^\infty(Q)} \int_Q e^{2\alpha_0} \phi^3 y_\epsilon^2 \, dx \, dt \leq C \int_{Q_\omega} e^{rs\alpha} y_\epsilon^2 \, dx \, dt,
\]
\[
\|I_3\|_{L^2(Q)} \leq C(\Omega, T) \rho C_b \|e^{2(r-1)\alpha_0} \phi^{-3}\|_{L^\infty(Q)} \int_Q e^{2\alpha_0} \phi^3 y_\epsilon^2 \, dx \, dt \leq C \int_{Q_\omega} e^{rs\alpha} y_\epsilon^2 \, dx \, dt,
\]
\[
\|I_3\|_{L^2(Q)} \leq C(\Omega, T) \rho C_b \|e^{2(r-1)\alpha_0} \phi^{-3}\|_{L^\infty(Q)} \int_Q e^{2\alpha_0} \phi^3 y_\epsilon^2 \, dx \, dt \leq C \int_{Q_\omega} e^{rs\alpha} y_\epsilon^2 \, dx \, dt.
\]
for the proper choice of $r \geq 1$. Simple calculation shows that
\[
\|I_2\|_{L^2(Q)}^2 \leq C(\Omega)C_a\|e^{2(r-1)s\alpha}(\phi^{-1}+\phi)\|_{L^\infty(Q)} \int_Q e^{2s\alpha}\phi(y_\epsilon)^2 \, dx \, dt \leq C \int_{Q_\omega} e^{rs\alpha}y_\epsilon^2 \, dx \, dt.
\]
Moreover, we have
\[
\|I_3\|_{L^2(Q)}^2 \leq C(\Omega,T)C_a\|e^{2(r-1)s\alpha}(\phi^{-1}+\phi^{-3}+\phi)\|_{L^\infty(Q)} \int_Q e^{2s\alpha}\phi^3 y_\epsilon^2 \, dx \, dt
\]
\[
\leq C \int_{Q_\omega} e^{rs\alpha}y_\epsilon^2 \, dx \, dt.
\]
In view of the preceding estimates, one indeed get
\[
\|	ilde{y}_\epsilon\|_{W^{2,1}_{\omega}(Q)} \leq C_4 \int_{Q_\omega} e^{rs\alpha}y_\epsilon^2 \, dx \, dt, \tag{37}
\]
where the constant $C_4 > 0$ depends on $\Omega, T, \rho$ and the coefficients $a, b, c$. Recalling the regularity result $W^{2,1}_{\omega}(Q) \subset L^k(Q)$, for all $k \in (2, +\infty)$ and going back to the definition of the control in Theorem 3.1, we then obtain that
\[
\|u_\epsilon\|_{L^k(Q)}^2 = \|1_\omega \tilde{y}_\epsilon\|_{L^k(Q)}^2 \leq C_k \int_{Q_\omega} e^{rs\alpha}y_\epsilon^2 \, dx \, dt \leq C_k \|z_0\|_{L^2(\Omega)}^2. \tag{38}
\]
Thus, from the existence theory of parabolic boundary value problems in $L^k(Q)$ (see, [17]), it follows at least for a subsequence of $\epsilon$, that for $\epsilon \to 0$
\[
u_\epsilon \to u \text{ weakly in } L^k(Q),
\]
\[
z_\epsilon \to z \text{ weakly in } W^{2,1}_{\omega}(Q) \cap L^2(0,T;H^1_0(\Omega)),
\]
and $(u, z)$ satisfy the system (5) with $z(T, x) \equiv 0$, a.e. in $\Omega$. The estimate for the control follows from (38). The proof is thus completed. \hfill \Box

### 3.2. Controllability of the Nonlinear Diffusion Equation

For the study of controllability of the nonlinear problem, it is well known that the fixed point method is the most effective one and it has been effectively used by several authors (see, for instance, [2, 3, 14] and the recent survey paper [11]), in which the controllability problem is transferred to a fixed point problem for an appropriate nonlinear operator in a suitable function space. In this context, we apply Kakutani’s fixed point theorem along with the exact null controllability results of the associated linear problem to discuss the null controllability of the nonlinear model (3).

Moreover, as far as the exact controllability of the parabolic equation is concerned, the fixed point approach can be applied whenever, among other things, the way the constants arising in Carleman estimates depend on the coefficients of the linearized systems is known in detail. We remark that the existence of $u$ is again equivalent to deriving a suitable observability inequality for the adjoint system. Thus, the idea
is to find a fixed point of the mapping \( \tilde{z} \to z \), where \( z \) is, with the initial data \( z_0 \in H^1_0(\Omega) \) together with some control \( u \), a solution to the linearized system

\[
\begin{aligned}
  z_t - (az_x)_x + b \tilde{z} \int_0^t z(r, x) \, dr + cz = 1_wu, \quad \text{in } Q \\
  z = 0, \quad \text{on } \Sigma \\
  z(0, x) = z_0(x), \quad \text{in } \Omega,
\end{aligned}
\]

satisfying the final condition \( z(T, x) \equiv 0 \), a.e. in \( \Omega \), for each \( \tilde{z} \in N \), which is the set defined by

\[
N = \{ w \in L^\infty(Q) : \|w\|_{L^\infty(Q)} \leq \rho \},
\]

where \( \rho \) is an arbitrary but fixed positive constant. It can be seen that the set is closed and the fact that \( \|w\|_{L^\infty(Q)} \) is bounded ensures its precompactness. Indeed there is a classical result (see, [25]), which states the following:

**Theorem 3.3.** Let \( X, Y \) and \( B \) be Banach spaces such that \( X \subset B \subset Y \) with compact imbedding \( X \hookrightarrow B \). Let \( 1 \leq p \leq \infty \). If \( F \) is a bounded subset of \( L^p(0, T; X) \) and

\[
\|\tau_h f - f\|_{L^p(0, T - h; Y)} \to 0, \quad \text{as } h \to 0,
\]

where \( \tau_h f \) is the translated function of \( f \) with \( (\tau_h)f(t) = f(t + h) \) for \( h > 0 \), then \( F \) is relatively compact in \( L^p(0, T; B) \) (and in \( C([0, T]; B) \) if \( p = \infty \)).

Now we are ready to state and prove the main result of this section.

**Theorem 3.4.** Let \( \Omega \) be an open bounded interval in \( \mathbb{R} \). Suppose assumptions \( 4 \) on the coefficients \( a, b \) and \( c \) are satisfied. Then for each \( z_0 \in H^1_0(\Omega) \), there exist \((u, z) \in L^2(Q) \times W^{2,1}_2(Q) \cap L^2(0, T; H^1_0(\Omega))\) satisfying \( 3 \) such that \( z(T, x) \equiv 0 \), a.e. in \( \Omega \).

**Proof.** For each \( \tilde{z} \in N \), let us define the set valued mapping \( \Phi : N \to 2^N \) such that

\[
\Phi(\tilde{z}) = \left\{ z \in W^{2,1}_k(Q) \cap L^2(0, T; H^1_0(\Omega)) : \text{for any } k \in (2, +\infty) \right. \\
\quad \text{and } z(T, x) \equiv 0 \text{ a.e. } x \in \Omega \text{ with } \|u\|^2_{L^k(Q)} \leq C_k \|z_0\|^2_{L^2(\Omega)} \right\}.
\]

Let us observe that, if the solution \( z \) to \( 3 \) lies in \( N \), then it also solves \( 39 \). Hence in order to prove this theorem, it suffices to show that \( \Phi \) has a fixed point in \( N \). In this context, we now prove that all the conditions to apply the Kakutani fixed point theorem in \( L^2 \) topology are satisfied.

Let us first look at for any \( z_0 \in H^1_0(\Omega) \), the solution \( z \) to \( 39 \) satisfies the estimate

\[
\int_{\Omega} z_x^2 \, dx + \int_Q (z_t^2 + z_{xx}^2) \, dx \, dt \leq C(\|z_0\|^2_{H^1_0(\Omega)} + \|z_0\|^2_{L^2(\Omega)}).
\]
and therefore by the Sobolev imbeddings, we have
\[
\int_{\Omega} z_x^2 \, dx + \int_Q (z_t^2 + z_{xx}^2) \, dx \, dt \leq C \|z_0\|_{H^1_0(\Omega)}^2.
\] (40)

For each \(\tilde{z} \in N\), by Lemma 3.2 and the estimate (40), it is clear that \(\Phi(\tilde{z})\) is a closed nonempty and convex subset of \(L^2(Q)\). Further from the existence theory of parabolic boundary value problems (see, [17]), we also get
\[
\|z\|_{L^\infty(Q)} \leq \tilde{C} \|z_0\|_{H^1_0(\Omega)}.
\] (41)

Thus if the initial data is sufficiently small (for instance \(\|z_0\|_{H^1_0(\Omega)} \leq \rho/\tilde{C}\)), one can obtain from the definition of \(N\) that, \(\Phi(z) \subset N\). Besides, it follows from the estimate (40) that, there exists a compact set \(N \subset L^2(Q)\), such that for each \(\tilde{z} \in N\), \(\Phi(\tilde{z}) \subset N\) and by the boundedness of \(\Phi\) in \(W^{2,1}_2(Q) \cap L^2(0,T;H^1_0(\Omega))\), which injects compactly in \(L^2(Q)\).

It remains to show that \(\Phi\) is upper semicontinuous and that can be shown from the fact that it has a closed graph. Indeed, let \(z_n \in N\), \(z_n \rightharpoonup z\) in \(L^2(\Omega)\) and \(z_n \in \Phi(z_n) \rightarrow z\) in \(L^2(Q)\) and let \(u_n\) be the corresponding controls. Then by Lemma 3.2, we infer that the following convergence holds on a subsequence:
\[
\begin{align*}
    u_n & \rightharpoonup u \text{ weakly in } L^2(Q), \\
    z_n & \rightharpoonup z \text{ weakly in } W^{2,1}_2(Q) \cap L^2(0,T;H^1_0(\Omega)).
\end{align*}
\]

Since \((u_n, z_n)\) is a solution of the linearized system
\[
\begin{cases}
    (z_n)_t - (a(z_n)_x)_x + b\tilde{z}_n \int_0^t z_n(r,x) \, dr + cz_n = 1_\omega u_n, & \text{in } Q \\
    z_n = 0, & \text{on } \Sigma \\
    z_n(0,x) = z_0(x), & \text{in } \Omega,
\end{cases}
\] (42)

and therefore passing to weak limit, we can conclude that \(z \in \Phi(\tilde{z})\). Eventually using the Kakutani fixed point theorem in the \(L^2(Q)\) topology for the mapping \(\Phi\), we obtain that there is at least one \(z \in N\), such that \(z \in \Phi(z)\). It is clear that such \(z\) is a solution to the system \(\Phi\) satisfying \(z(T,x) \equiv 0\), a.e. in \(\Omega\).

\(\square\)
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