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## 1. INTRODUCTION AND NOTATION

In recent years there is a growing interest in so called risk-sensitive Markov decision processes when the outcome, say $\xi$, generated by a Markov reward process is evaluated using a utility function with constant risk sensitivity $\gamma \in \mathbb{R}$ (see e.g. $[4,5,6,7,8,9,10])$. Then the utility function $u^{\gamma}(\cdot)$ takes on the following form

$$
u^{\gamma}(\xi):= \begin{cases}\operatorname{sign}(\gamma) \exp (\gamma \xi), & \text { if } \gamma \neq 0  \tag{1.1}\\ \xi & \text { for } \gamma=0\end{cases}
$$

Obviously $u^{\gamma}(\cdot)$ is continuous, strictly increasing, and convex (resp. concave) for $\gamma>0$, the risk seeking case (resp. $\gamma<0$, the risk averse case). In case that $\gamma=0$ the utility function is risk-neutral, i.e. a linear function and neither large nor small values of $\xi$ are preferred.

The aim of this note is a complete characterization of policies maximizing growth rate of expected utility, along with average of the associated certainty equivalent, in risk-sensitive Markov decision chains with finite state and action spaces.

We consider a Markov decision chain $X=\left\{X_{n}, n=0,1, \ldots\right\}$ with finite state space $\mathcal{I}=\{1,2, \ldots, N\}$ and finite set $\mathcal{A}_{i}=\left\{1,2, \ldots, K_{i}\right\}$ of possible decisions (actions) in state $i \in \mathcal{I}$. Supposing that in state $i \in \mathcal{I}$ action $a \in \mathcal{A}_{i}$ is selected, then state $j$ is reached in the next transition with a given probability $p_{i j}(a)$ and one-stage transition reward $r_{i j}(a)$ will be accrued to such transition.

A (Markovian) policy controlling the chain, $\pi=\left(f^{0}, f^{1}, \ldots\right)$, is identified by a sequence of decision vectors $\left\{f^{n}, n=0,1, \ldots\right\}$ where $f^{n} \in \mathcal{F} \equiv \mathcal{A}_{1} \times \ldots \times \mathcal{A}_{N}$ for every $n=0,1,2, \ldots$, and $f_{i}^{n} \in \mathcal{A}_{i}$ is the decision (or action) taken at the $n$th transition if the chain $X$ is in state $i$. Policy which takes at all times the same decision rule, i. e. $\pi \sim(f)$, is called stationary; $\boldsymbol{P}(f)$ is transition probability matrix with elements $p_{i j}\left(f_{i}\right)$. Let $\xi_{X_{0}}^{n}(\pi)=\sum_{k=0}^{n-1} r_{X_{k}, X_{k+1}}\left(f_{X_{k}}^{k}\right)$ be the stream of transition rewards received in the $n$ next transitions of the considered Markov chain $X$ if policy $\pi=\left(f^{n}\right)$ is followed and the process starts in state $X_{0}$. Similarly, let $\xi_{X_{m}}^{(m, n)}(\pi)$ be the total (random) reward obtained from the $m$ th up to the $n$th transition (obviously, $\left.\xi_{X_{0}}^{n}(\pi)=\xi_{X_{0}}^{(0, n)}(\pi)=r_{X_{0}, X_{1}}\left(f_{X_{0}}^{0}\right)+\xi_{X_{1}}^{(1, n)}(\pi)\right)$.

In this article we assume that the stream of transition rewards $\xi_{X_{0}}^{n}$ (for the sake of brevity we often delete the argument $\pi$ ) is evaluated by an exponential utility function given by (1.1). In particular, for the (random) utility assigned to $\xi_{X_{0}}^{n}$, we have

$$
u^{\gamma}\left(\xi_{X_{0}}^{n}\right):= \begin{cases}\operatorname{sign}(\gamma) \exp \left(\gamma \xi_{X_{0}}^{n}\right), & \text { if } \gamma \neq 0  \tag{1.2}\\ \xi_{X_{0}}^{n} & \text { for } \gamma=0\end{cases}
$$

Obviously, if $\gamma=0$ then $u^{\gamma}\left(\xi_{X_{0}}^{n}(\pi)\right)=\sum_{k=0}^{n-1} r_{X_{k}, X_{k+1}}\left(f_{X_{k}}^{k}\right)$.
Supposing that the chain starts in state $X_{0}=i$ and policy $\pi=\left(f^{n}\right)$ is followed, then for expected utility in the $n$ next transitions we have ( $\mathrm{E}_{i}^{\pi}$ denotes expectation if policy $\pi$ is followed and the starting state $X_{0}=i$ )

$$
\begin{equation*}
\bar{U}_{i}^{\pi}(\gamma, 0, n):=\mathrm{E}_{i}^{\pi}\left[u^{\gamma}\left(\xi_{X_{0}}^{n}\right)\right]=(\operatorname{sign} \gamma) U_{i}^{\pi}(\gamma, 0, n) \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{i}^{\pi}(\gamma, 0, n):=\mathrm{E}_{i}^{\pi}\left[\exp \left(\gamma \sum_{k=0}^{n-1} r_{X_{k}, X_{k+1}}\left(f_{X_{k}}^{k}\right)\right)\right]>0 \tag{1.4}
\end{equation*}
$$

Similarly, for $m<n$ if the starting state $X_{m}=i$ we write

$$
\begin{equation*}
U_{i}^{\pi}(\gamma, m, n):=\mathrm{E}_{i}^{\pi}\left[\exp \left(\gamma \sum_{k=m}^{n-1} r_{X_{k}, X_{k+1}}\left(f_{X_{k}}^{k}\right)\right)\right] . \tag{1.5}
\end{equation*}
$$

Moreover, let $G_{i}^{\pi}(\gamma) \in \mathbb{R}^{+}$be the growth rate of $U_{i}^{\pi}(\gamma, 0, n)$ defined implicitly by

$$
\begin{equation*}
\alpha_{1}\left(G_{i}^{\pi}(\gamma)\right)^{n} \leq U_{i}^{\pi}(\gamma, 0, n) \leq \alpha_{2}\left(G_{i}^{\pi}(\gamma)\right)^{n} \tag{1.6}
\end{equation*}
$$

where real numbers $\alpha_{2}>\alpha_{1}>0$.
In addition, if $\gamma \neq 0$ for the associated certainty equivalent, say $Z_{i}^{\pi}(\gamma, 0, n)$, defined implicitly by $u^{\gamma}\left(Z_{i}^{\pi}(\gamma, 0, n)\right):=\mathrm{E}_{i}^{\pi}\left[u^{\gamma}\left(\xi_{X_{0}}^{n}\left(f_{X_{k}}^{k}\right)\right)\right]$, and for its asymptotical mean
value, say $J_{i}^{\pi}(\gamma, 0)$, we have

$$
\begin{align*}
Z_{i}^{\pi}(\gamma, 0, n) & =\frac{1}{\gamma} \ln \left\{\mathrm{E}_{i}^{\pi}\left[\exp \left(\gamma \sum_{k=0}^{n-1} r_{X_{k}, X_{k+1}}\left(f_{X_{k}}^{k}\right)\right)\right]\right\}  \tag{1.7}\\
J_{i}^{\pi}(\gamma, 0) & =\limsup _{n \rightarrow \infty} \frac{1}{n} Z_{i}^{\pi}(\gamma, 0, n) \tag{1.8}
\end{align*}
$$

Note that for $\gamma=0$ we have $Z_{i}^{\pi}(\gamma, 0, n)=\mathrm{E}_{i}^{\pi}\left[\sum_{k=0}^{n-1} r_{X_{k}, X_{k+1}}\left(f_{X_{k}}^{k}\right)\right]$ (the standard expected reward criterion) and $J_{i}^{\pi}(\gamma, 0)$ is the corresponding mean value.

In what follows we shall often abbreviate $\bar{U}_{i}^{\pi}(\gamma, 0, n), U_{i}^{\pi}(\gamma, 0, n), Z_{i}^{\pi}(\gamma, 0, n)$ and $J_{i}^{\pi}(\gamma, 0)$ respectively by $\bar{U}_{i}^{\pi}(\gamma, n), U_{i}^{\pi}(\gamma, n), Z_{i}^{\pi}(\gamma, n)$ and $J_{i}^{\pi}(\gamma)$ respectively. Similarly $\boldsymbol{U}^{\pi}(\gamma, n)$ (resp. $\boldsymbol{Z}^{\pi}(\gamma, n)$, resp. $\left.\boldsymbol{J}^{\pi}(\gamma)\right)$ is reserved for the vector of expected utilities (resp. certainty equivalents, resp. mean values of certainty equivalents) whose $i$ th element equals $U_{i}^{\pi}(\gamma, n)$ (resp. $Z_{i}^{\pi}(\gamma, n)$, resp. $\left.J_{i}^{\pi}(\gamma)\right)$. The symbol $\boldsymbol{I}$ is reserved for an identity matrix and $\boldsymbol{e}$ is a unit (column) vector. Moreover, for any $f \in \mathcal{F}$, let

$$
\begin{equation*}
\boldsymbol{Q}^{(\gamma)}(f)=\left[q_{i j}^{(\gamma)}\left(f_{i}\right)\right] \tag{1.9}
\end{equation*}
$$

be an $N \times N$ nonnegative matrix with elements

$$
\begin{equation*}
q_{i j}^{(\gamma)}\left(f_{i}\right):=p_{i j}\left(f_{i}\right) \exp \left(\gamma r_{i j}\left(f_{i}\right)\right) \tag{1.10}
\end{equation*}
$$

Observe that $\boldsymbol{Q}^{(\gamma)}(f)$ is irreducible if and only if $\boldsymbol{P}(f)$ is irreducible, and a class of states is closed in $\boldsymbol{Q}^{(\gamma)}(f)$ if and only if it is closed in $\boldsymbol{P}(f)$. Similarly as in the Markov chain theory we can speak of accessibility of elements (states) of the matrix $\boldsymbol{Q}^{(\gamma)}(f)$. Moreover, if $\widetilde{\mathcal{I}}(f) \subset \mathcal{I}$ is a closed set of transient states (with the corresponding submatrix $\widetilde{\boldsymbol{P}}(f)$ having the spectral radius less than unity), then the spectral radius of $\widetilde{\boldsymbol{Q}}{ }^{(\gamma)}(f)$ may be equal to the spectral radius of $\boldsymbol{Q}^{(\gamma)}(f)$ and even greater than the spectral radius of any other irreducible class of $\boldsymbol{Q}^{(\gamma)}(f)$. Finally, observe that, similarly to the "product property" of the set of "transition probability matrices" arising in standard models of dynamic programming, the considered collection $\left\{\boldsymbol{Q}^{(\gamma)}(f), f \in \mathcal{F}\right\}$ of nonnegative matrices also fulfills the "product property."

In this note we focus attention on the characterization of policies maximizing growth rate of expected utility, along with average of the associated certainty equivalent. It is known from the literature that for communicating Markov chains (and also for unichain models with the risk-sensitivity close to zero) optimal average values of certainty equivalents are independent of the starting state (see [5, 8]). In contrast to the existing literature our analysis is based on methods of stochastic dynamic programming on condition that the transition probabilities are replaced by general nonnegative matrices. In particular, we focus on the properties of (in general) nonhomogeneous matrix products selected from a collection of nonnegative matrices $\left\{\boldsymbol{Q}^{(\gamma)}(f), f \in \mathcal{F}\right\}$ arising in the recursive formulas for the growth of expected utilities. Using the block-triangular decomposition of the set of nonnegative matrices and the existence of some "dominating" matrix in the above mentioned
matrix collection, we establish necessary and sufficient conditions guaranteeing independence of the growth rates and average optimal values on starting state along with partition of the state space into subsets with constant growth rates and average optimal values.

Alternatively, instead of transition rewards it is also possible to consider transition costs $c_{i j}(a)$; then we are trying to minimize the considered utility function. In particular, for models with growth rates (and average optimality) independent of the starting state we show how our methods work if we minimize the growth rate (or average of the associated certainty equivalent).

The paper is organized as follows. Section 2 summarizes some useful facts on nonnegative matrices and presents reformulation of the problem in terms of stochastic dynamic programming where transition probability matrices are replaced by general nonnegative matrices. In Section 3 we present necessary and sufficient condition guaranteeing that the growth rate and average of the associated certainty equivalent are independent of the starting conditions. Recalling the uniform block-triangular decomposition of a collection of nonnegative matrices fulfilling the "product property" (see [15, 18, 19, 20]) in Section 4 we are able to decompose the state space in the classes with the same growth rate and same average optimality. In Section 5 we indicate how the obtained results can be employed if we minimize the considered utility function, i. e., instead of transition rewards we consider transition costs. Finally, conclusions and comparison with current results are made in Section 6. In the Appendix we present a slight modification of a policy iteration algorithm (originally suggested in [12]) for finding policies minimizing the growth rate and/or average optimality for models with constant growth rates.

## 2. CONNECTIONS WITH NONNEGATIVE MATRICES

Since the exponential utility function $u^{\gamma}(\cdot)$ is separable and the considered control policy $\pi$ is Markovian, from $u^{\gamma}\left(\xi_{X_{0}}^{n}\right)=\exp \left(\gamma r_{X_{0}, X_{1}}\right) \cdot u^{\gamma}\left(\xi_{X_{1}}^{(1, n)}\right)$ (here for the sake of brevity we omit arguments $\pi$ and $f_{X_{k}}^{k}$ ) on taking expectations we conclude that (observe that $\mathrm{E}\left[u^{\gamma}\left(r_{X_{0}, X_{1}}\left(f_{X_{0}}^{0}\right)\right)\right]=\sum_{j \in \mathcal{I}} p_{X_{0}, j}\left(f_{X_{0}}^{0}\right) \exp \left(\gamma r_{X_{0}, j}\left(f_{X_{0}}^{0}\right)\right)$ )

$$
\begin{align*}
\mathrm{E}_{i}^{\pi} u^{\gamma}\left(\xi_{X_{0}}^{n}\right) & =\mathrm{E}_{i}^{\pi}\left\{\mathrm{Ee}^{r_{i, X_{1}}\left(f_{i}^{0}\right)} \cdot \mathrm{E}_{X_{1}}^{\pi} u^{\gamma}\left(\xi_{X_{1}}^{(1, n)}\right) \mid X_{1}\right\} \\
& =\sum_{j \in \mathcal{I}} p_{i j}\left(f_{i}^{0}\right) \mathrm{e}^{\gamma r_{i j}\left(f_{i}^{0}\right)} \mathrm{E}_{j}^{\pi} u^{\gamma}\left(\xi_{X_{1}}^{(1, n)}\right) \tag{2.1}
\end{align*}
$$

that can be also written as (recall that $q_{i j}^{\gamma}(\cdot)=p_{i j}(\cdot) \mathrm{e}^{\gamma r_{i j}(\cdot)}$ )

$$
\begin{equation*}
U_{i}^{\pi}(\gamma, 0, n)=\sum_{j \in \mathcal{I}} q_{i j}^{(\gamma)}\left(f_{i}^{0}\right) \cdot U_{j}^{\pi}(\gamma, 1, n) \quad \text { with } \quad U_{i}^{\pi}(\gamma, n, n)=1 \tag{2.2}
\end{equation*}
$$

or in vector notation

$$
\begin{equation*}
\boldsymbol{U}^{\pi}(\gamma, 0, n)=\boldsymbol{Q}^{(\gamma)}\left(f^{0}\right) \cdot \boldsymbol{U}^{\pi}(\gamma, 1, n) \quad \text { with } \boldsymbol{U}^{\pi}(\gamma, n, n)=\boldsymbol{e} \tag{2.3}
\end{equation*}
$$

Iterating (2.3) we get if policy $\pi=\left(f^{n}\right)$ is followed

$$
\begin{equation*}
\boldsymbol{U}^{\pi}(\gamma, n)=\boldsymbol{Q}^{(\gamma)}\left(f^{0}\right) \cdot \boldsymbol{Q}^{(\gamma)}\left(f^{1}\right) \cdot \ldots \cdot \boldsymbol{Q}^{(\gamma)}\left(f^{n-1}\right) \cdot \boldsymbol{e} \tag{2.4}
\end{equation*}
$$

In particular, (Markovian) policy $\hat{\pi}^{(n)}=\left(\hat{f}^{(k, n)}\right)$ maximizing $\boldsymbol{U}^{\pi}(\gamma, n)$, i.e.
$\boldsymbol{U}^{\hat{\pi}}(\gamma, n)=\max _{\pi} \boldsymbol{U}^{\pi}(\gamma, n)$ must fulfill the following dynamic programming recursion

$$
\begin{align*}
\boldsymbol{U}^{\hat{\pi}}(\gamma, k, n) & =\max _{f \in \mathcal{F}}\left\{\boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{U}^{\pi}(\gamma, k+1, n)\right\} \\
& =: \boldsymbol{Q}^{(\gamma)}\left(\hat{f}^{(k, n)}\right) \cdot \boldsymbol{U}^{\pi}(\gamma, k+1, n) \text { for } k=0,1, \ldots, n-1  \tag{2.5}\\
\boldsymbol{U}^{\hat{\pi}}(\gamma, n-1, n) & =\max _{f \in \mathcal{F}}\left\{\boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{e}\right\}=: \boldsymbol{Q}^{(\gamma)}\left(\hat{f}^{(n-1, n)}\right) \cdot \boldsymbol{e} \tag{2.6}
\end{align*}
$$

(Here the vectorial maximum is considered componentwise and always exists since the $i$ th row of $\boldsymbol{Q}^{(\gamma)}(f)$ depends only on the decision (action) taken in state $i$, cf. the "product property" of the set of matrices $\boldsymbol{Q}^{(\gamma)}(f)$ 's.)

Since $\boldsymbol{Q}^{(\gamma)}(f)$ is a nonnegative matrix, by the well-known Perron-Frobenius theorem (see, e. g. $[3,11]$ ) the spectral radius $\rho^{(\gamma)}(f)$ of $\boldsymbol{Q}^{(\gamma)}(f)$ is equal to the maximum positive eigenvalue of $\boldsymbol{Q}^{(\gamma)}(f)$ and the corresponding left (row) and right (column) eigenvectors, say $\boldsymbol{y}^{(\gamma)}(f), \boldsymbol{x}^{(\gamma)}(f)$, (called the Perron eigenvectors) can be selected nonnegative. In particular, it holds

$$
\begin{array}{lll}
\rho^{(\gamma)}(f) \boldsymbol{y}^{(\gamma)}(f) & =\boldsymbol{y}^{(\gamma)}(f) \cdot \boldsymbol{Q}^{(\gamma)}(f) & \text { with } \quad \boldsymbol{y}^{(\gamma)}(f) \geq \mathbf{0} \\
\rho^{(\gamma)}(f) \boldsymbol{x}^{(\gamma)}(f) & =\boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{x}^{(\gamma)}(f) & \text { with } \quad \boldsymbol{x}^{(\gamma)}(f) \geq \mathbf{0} \tag{2.8}
\end{array}
$$

In case that $\boldsymbol{Q}^{(\gamma)}(f)$ is irreducible (i. e. if $\boldsymbol{P}(f)$ is irreducible) the Perron eigenvectors can be selected strictly positive, i.e. (2.7), (2.8) hold with $\boldsymbol{y}^{(\gamma)}(f)>\boldsymbol{0}, \boldsymbol{x}^{(\gamma)}(f)>\mathbf{0}$. (In a vector inequality $\boldsymbol{a} \geq \boldsymbol{b}$ denotes that $a_{i} \geq b_{i}$ for all elements of the vectors $\boldsymbol{a}$, $\boldsymbol{b}$, and $a_{i}>b_{i}$ at least for one $i$, but not for all $i$ 's and $\boldsymbol{a}>\boldsymbol{b}$ if and only if and $a_{i}>b_{i}$ for all $i$ 's.)

Moreover, strictly positive Perron eigenvectors still exist for reducible nonnegative matrices with a specific structure. Necessary and sufficient condition for the existence of a strictly positive right eigenvector $\boldsymbol{x}^{(\gamma)}(f)$ of a nonnegative matrix $\boldsymbol{Q}^{(\gamma)}(f)$ with $f \in \mathcal{F}$ can be formulated as follows (see, e. g. [3, 11]):

If for suitable labelling of states of the underlying Markov chain (i. e. on suitably permuting rows and corresponding columns of $\boldsymbol{Q}^{(\gamma)}(f)$ ) it is possible to decompose $\boldsymbol{Q}^{(\gamma)}(f)$ on the following block-triangular form:

$$
\boldsymbol{Q}^{(\gamma)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}(f) & \boldsymbol{Q}_{(\mathrm{NB})}^{(\gamma)}(f)  \tag{2.9}\\
\mathbf{0} & \boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(f)
\end{array}\right]
$$

where $\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}(f)$ and $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(f)$ (with spectral radius $\rho_{(\mathrm{N})}^{(\gamma)}(f)$ and $\rho_{(\mathrm{B})}^{(\gamma)}(f)$ ) are (in general reducible) matrices such that:

- $\rho_{(\mathrm{N})}^{(\gamma)}(f)<\rho^{(\gamma)}(f)$,
- $\rho_{(\mathrm{B})}^{(\gamma)}(f)=\rho^{(\gamma)}(f)$ and $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(f)$ is diagonal, in particular,

$$
\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(f)=\left[\begin{array}{ccc}
\boldsymbol{Q}_{(11)}^{(\gamma)}(f) & \ldots & \mathbf{0}  \tag{2.10}\\
\vdots & \ddots & \vdots \\
\mathbf{0} & \ldots & \boldsymbol{Q}_{(r r)}^{(\gamma)}(f)
\end{array}\right]
$$

where $\boldsymbol{Q}_{(i i)}^{(\gamma)}(f) \quad$ (with $\left.i=1, \ldots, r\right)$ are irreducible submatrices (the so-called basic classes of $\left.\boldsymbol{Q}^{(\gamma)}(f)\right)$ such that the spectral radius $\rho_{i}^{(\gamma)}(f)$ of every $\boldsymbol{Q}_{(i i)}^{(\gamma)}(f)$ (with $i=1, \ldots, r$ ) is equal to $\rho^{(\gamma)}(f)$,

- each irreducible class of $\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}(f)$ (such a class is a non-basic class of $\boldsymbol{Q}^{(\gamma)}(f)$, i. e., its spectral radius is less than $\left.\rho^{(\gamma)}(f)\right)$ has access to some basic class of $\boldsymbol{Q}^{(\gamma)}(f)$ (accessibility is considered with respect to the underlying Markov chain $\boldsymbol{P}(f)$, hence at least some elements of $\boldsymbol{Q}_{(\mathrm{NB})}^{(\gamma)}(f)$ are nonvanishing).

Observe that (2.8), (2.9) well correspond to the canonical decomposition of a multichain transition probability matrix.

Remark. Here and in the sequel subscript N (in roman) is reserved for non-basic classes and subscript B (in roman) is reserved for basic classes; on the contrary to latin $N$ reserved for the dimension of the state space $\mathcal{I}$.

Moreover, under condition that $\boldsymbol{x}^{(\gamma)}(f)>\mathbf{0}$ for each $f \in \mathcal{F}$, it can be shown that there exists decision vector $\hat{f} \in \mathcal{F}$ such that $\rho^{(\gamma)}(\hat{f}) \equiv \hat{\rho}^{(\gamma)}$ is the maximum possible eigenvalue of $\boldsymbol{Q}^{(\gamma)}(f)$ over all $f \in \mathcal{F}$, and

$$
\begin{align*}
& \boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f}) \leq \max _{f \in \mathcal{F}}\left\{\boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})\right\} \\
= & \boldsymbol{Q}^{(\gamma)}(\hat{f}) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})=\rho^{(\gamma)}(\hat{f}) \boldsymbol{x}^{(\gamma)}(\hat{f}), \text { with } \boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0} . \tag{2.11}
\end{align*}
$$

If all $\boldsymbol{Q}^{(\gamma)}(f)$ 's are irreducible, the (constructive) proof based on policy iterations can be found in [12], its extension to (reducible) matrices having strictly positive right eigenvectors can be found in the Appendix. For further extensions to the case of general reducible matrices see $[15,17,18,19,20]$.

## 3. MODELS WITH CONSTANT GROWTH RATES AND CONSTANT AVERAGE CERTAINTY EQUIVALENTS

In this section we consider risk-sensitive Markov decision chains where the maximal growth rate (or equivalently mean values of the certainty equivalent) is independent
of the starting condition. In contrast to the existing literature our approach is based on the analysis of the growth rate of (in general nonhomogeneous) products of a family of nonnegative matrices and relations between the growth rate and certainty equivalents, cf. (1.4)-(1.8).

Recalling (2.11) we make the following assumption.

Assumption 3.1. There exists $\hat{\rho}^{(\gamma)} \equiv \rho^{(\gamma)}(\hat{f})$ and $\widehat{\boldsymbol{x}}^{(\gamma)} \equiv \boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0}$ (unique up to a multiplicative constant) such that (for a given value of the risk aversion coefficient $\gamma$ )

$$
\begin{equation*}
\hat{\rho}^{(\gamma)} \widehat{\boldsymbol{x}}^{(\gamma)}=\max _{f \in \mathcal{F}}\left\{\boldsymbol{Q}^{(\gamma)}(f) \cdot \widehat{\boldsymbol{x}}^{(\gamma)}\right\}=\boldsymbol{Q}^{(\gamma)}(\hat{f}) \cdot \widehat{\boldsymbol{x}}^{(\gamma)} \tag{3.1}
\end{equation*}
$$

such that on using the matrix decomposition according to (2.8), i. e., on writing

$$
\boldsymbol{Q}^{(\gamma)}(\hat{f})=\left[\begin{array}{cc}
\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}(\hat{f}) & \boldsymbol{Q}_{(\mathrm{NB})}^{(\gamma)}(\hat{f})  \tag{3.2}\\
\mathbf{0} & \boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(\hat{f})
\end{array}\right]
$$

where $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(\hat{f})$ is the "biggest" diagonal class with spectral radius $\rho^{(\gamma)}(\hat{f})$ among all $\boldsymbol{Q}^{(\gamma)}(f)$ 's fulfilling (3.1).

Theorem 3.1. If condition (3.1) holds then for a given $\gamma$ there exist numbers $\alpha_{2}^{(\gamma)}>\alpha_{1}^{(\gamma)}>0$ such that

$$
\begin{equation*}
\alpha_{1}^{(\gamma)} \boldsymbol{x}^{(\gamma)}(\hat{f}) \leq\left(\hat{\rho}^{(\gamma)}\right)^{-n} \prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{e} \leq \alpha_{2}^{(\gamma)} \boldsymbol{x}^{(\gamma)}(\hat{f}) \tag{3.3}
\end{equation*}
$$

for any policy $\pi=\left(f^{k}\right)$ maximizing the growth of $\boldsymbol{U}^{\pi}(\gamma, n)$ for $n=0,1, \ldots$ In addition, (3.3) is also fulfilled for stationary policy $\hat{\pi} \sim(\hat{f})$.

Proof. If Assumption 3.1 holds (with $\boldsymbol{x}^{(\gamma)}(f)$ not necessarily strictly positive for each $f \in \mathcal{F})$, we can select $\boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0}$ such that either $\boldsymbol{x}^{(\gamma)}(\hat{f}) \geq \boldsymbol{e}$ or $\boldsymbol{x}^{(\gamma)}(\hat{f}) \leq \boldsymbol{e}$. Iterating (2.11) we can immediately conclude that for $\boldsymbol{x}^{(\gamma)}(\hat{f}) \geq \boldsymbol{e}$ and any policy $\pi=\left(f^{k}\right)$

$$
\begin{align*}
\prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{e} & \leq \prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f}) \\
& \leq\left(\boldsymbol{Q}^{(\gamma)}(\hat{f})\right)^{n} \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})=\left(\hat{\rho}^{(\gamma)}\right)^{n} \boldsymbol{x}^{(\gamma)}(\hat{f}) \tag{3.4}
\end{align*}
$$

and hence the asymptotic behaviour of $\boldsymbol{U}^{\pi}(\gamma, n)$ (or of $\boldsymbol{U}^{\pi}(\gamma, m, n)$ if $m$ is fixed) heavily depends on $\rho^{(\gamma)}(\hat{f}) \equiv \hat{\rho}^{(\gamma)}$, and elements of $\prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})$ must be bounded from above by $\left(\rho^{(\gamma)}\right)^{n} \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})$.

Similarly, on selecting $\boldsymbol{x}^{(\gamma)}(\hat{f}) \leq \boldsymbol{e}$ from (2.5), (2.11) we get for any policy $\hat{\pi}^{(n)}=$ $\left(\hat{f}^{(k, n)}\right)$ maximizing $\boldsymbol{U}^{\pi}(\gamma, n)$ :

$$
\begin{equation*}
\prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(\hat{f}^{(k, n)}\right) \cdot \boldsymbol{e} \geq \prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}(\hat{f}) \cdot \boldsymbol{e} \geq\left(\boldsymbol{Q}^{(\gamma)}(\hat{f})\right)^{n} \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})=\left(\hat{\rho}^{(\gamma)}\right)^{n} \cdot \boldsymbol{x}^{(\gamma)}(\hat{f}) \tag{3.5}
\end{equation*}
$$

Hence the growth of $\boldsymbol{U}^{\pi}(\gamma, n)$ if a policy maximizing $\boldsymbol{U}^{\pi}(\gamma, n)$ is followed is bounded from below by $\left(\rho^{\hat{(\gamma)}}\right)^{n} \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})$.

From (3.4) and (3.5) we immediately get conclusions of Theorem 3.1.
For what follows it is convenient to rephrase Theorem 3.1 in words as
Corollary 3.2. Under condition (3.1) if policy $\pi=\left(f^{n}\right)$ maximizing $\boldsymbol{U}^{\pi}(\gamma, n)$ is followed the growth rate of each element of $\boldsymbol{U}^{\pi}(\gamma, n)=\prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{e}$ is the same and equals $\hat{\rho}^{(\gamma)}$. Moreover, stationary policy $\hat{\pi} \sim(\hat{f})$ also maximizes the growth rate.

Denoting elements of $\boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0}$ by $x_{j}^{(\gamma)}(f)$ (for $j=1, \ldots, N$ ) and elements of an $N \times N$ matrix $\boldsymbol{Q}^{(\gamma)}(f)$ by $q_{i j}^{(\gamma)}\left(f_{i}\right)$ (recall that by (1.10) $\left.q_{i j}^{(\gamma)}\left(f_{i}\right)=p_{i j}\left(f_{i}\right) \mathrm{e}^{\gamma r_{i j}\left(f_{i}\right)}\right)$, for

$$
g(f):=\gamma^{-1} \ln \left(\rho^{(\gamma)}(f)\right), \quad w_{j}(f):=\gamma^{-1} \ln \left(x_{j}^{(\gamma)}(f)\right)(\text { with } j=1, \ldots, N)
$$

(2.11), (3.1) can be also written as the following set of (nonlinear) equations:

$$
\begin{equation*}
\mathrm{e}^{\gamma\left(g(\hat{f})+w_{i}(\hat{f})\right)}=\max _{a \in \mathcal{A}_{i}}\left\{\sum_{j \in \mathcal{I}} p_{i j}(a) \cdot \mathrm{e}^{\gamma\left(r_{i j}(a)+w_{j}(\hat{f})\right)}\right\}, \text { for } i=1, \ldots, N \tag{3.6}
\end{equation*}
$$

called $\gamma$-average reward optimality equation.
In the multiplicative form (used before) (3.6) takes on the form:

$$
\begin{equation*}
\rho^{(\gamma)}(\hat{f}) x_{i}^{(\gamma)}(\hat{f})=\max _{a \in \mathcal{A}_{i}}\left\{\sum_{j \in \mathcal{I}} p_{i j}(a) \cdot \mathrm{e}^{\gamma r_{i j}(a)} \cdot x_{j}^{(\gamma)}(\hat{f})\right\}, \text { for } i=1, \ldots, N . \tag{3.7}
\end{equation*}
$$

Observe that the solution to (3.6), resp. (3.7), i. e. $g(\hat{f}), w_{i}(\hat{f})$, resp. $\rho^{(\gamma)}(\hat{f}), x_{i}(\hat{f})$ is unique up to an additive constant (added to $w_{i}(\hat{f})$ 's), resp. multiplicative constant (applied to $x_{i}^{(\gamma)}(\hat{f})$ 's) and the matrix $\boldsymbol{P}(f)=\left[p_{i j}(f)\right]$ occurring in (3.6), (3.7) may be periodic.

Using the above facts Corollary 3.2 can be formulated as
Theorem 3.3. If condition (3.1) holds then for any policy $\pi=\left(f^{n}\right)$ the asymptotical mean value $J_{i}^{\pi}(\gamma, 0)$ is bounded from above by $g(\hat{f}):=\gamma^{-1} \ln \left(\rho^{(\gamma)}(\hat{f})\right)$. Moreover, stationary policy $\hat{\pi} \sim(\hat{f})$ yields the maximum asymptotical mean value $J_{i}^{\pi}(\gamma, 0)$ that is independent of the starting state $i \in \mathcal{I}$ and equal to $g(\hat{f}):=$ $\gamma^{-1} \ln \left(\rho^{(\gamma)}(\hat{f})\right)$.

Assumption 3.2. For each $f \in \mathcal{F}$ the transition probability matrix $\boldsymbol{P}(f)$ has a single recurrent class, i.e., we assume existence of some state, say $N$, that is accessible from any state $i \in \mathcal{I}$ under each $f \in \mathcal{F}$ (hence $N$ is recurrent under each $f \in \mathcal{F})$.

Under Assumption 3.2 for suitable labelling of states (i. e., on suitably permuting rows and corresponding columns of $\boldsymbol{P}(f)$ ) it is possible to decompose $\boldsymbol{P}(f)$ such that:

$$
\boldsymbol{P}(f)=\left[\begin{array}{cc}
\boldsymbol{P}_{(\mathrm{NN})}(f) & \boldsymbol{P}_{(\mathrm{NB})}(f)  \tag{3.8}\\
\mathbf{0} & \boldsymbol{P}_{(\mathrm{BB})}(f)
\end{array}\right]
$$

where (in general reducible) submatrix $\boldsymbol{P}_{(\mathrm{NN})}(f)$ contains all transient states of $\boldsymbol{P}(f)$ and an irreducible class $\boldsymbol{P}_{(\mathrm{BB})}(f)$ containing all recurrent states is a single submatrix of $\boldsymbol{P}(f)$ with spectral radius equal to one. Of course, the substochastic matrix $\boldsymbol{P}_{(\mathrm{NN})}(f)$ can be further decomposed in the following block-triangular form ( $\boldsymbol{P}_{(\mathrm{N}) i i}(f)$ are irreducible classes of transient states)

$$
\boldsymbol{P}_{(\mathrm{NN})}(f)=\left[\begin{array}{cccc}
\boldsymbol{P}_{(\mathrm{N}) 11}(f) & \boldsymbol{P}_{(\mathrm{N}) 12}(f) & \ldots & \boldsymbol{P}_{(\mathrm{N}) 1 u}(f)  \tag{3.9}\\
\mathbf{0} & \boldsymbol{P}_{(\mathrm{N}) 22}(f) & \ldots & \boldsymbol{P}_{(\mathrm{N}) 2 u}(f) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{P}_{(\mathrm{N}) u u}(f)
\end{array}\right]
$$

Since the matrix $\boldsymbol{Q}^{(\gamma)}(f)$ is generated from $\boldsymbol{P}(f)$ by multiplying its $i j$ th entry by $\mathrm{e}^{\gamma r_{i j}\left(f_{i}\right)}$ and since its spectral radius $\rho^{(\gamma)}(f)$ is a continuous function of the matrix elements ${ }^{1}$, the matrix $\boldsymbol{Q}^{(\gamma)}(f)$ still have a strictly positive right (Perron) eigenvector if the risk aversion coefficient $\gamma$ is sufficiently close to null. Of course, if at least for one pair of transient states, say $i_{0}, j_{0}$, belonging to the same irreducible class it holds $r_{i_{0}, j_{0}}(\cdot)>r_{i j}(\cdot)$ for any pair of states $i, j$ belonging the recurrent class $\boldsymbol{P}_{(\mathrm{BB})}(f)$ of $\boldsymbol{P}(f)$ then for sufficiently large risk-aversion coefficient $\gamma$ it happens that the class $\boldsymbol{P}_{(\mathrm{BB})}(f)$ of recurrent state is no more the basic class of the corresponding matrix $\boldsymbol{Q}^{(\gamma)}(f)$ and hence there exists no strictly positive right Perron eigenvector of the matrix $\boldsymbol{Q}^{(\gamma)}(f)$ as the following example can show.

Example 1. Consider an uncontrolled model (hence the argument $f$ is deleted) where $N=4 ; \quad p_{i j}=0.25, r_{i j}=1$, for $i, j=1,2 ; p_{i j}=0.25, r_{i j}=0$, for $i=1,2$, $j=3,4$; and for $i=3,4$ we have $p_{i 1}=p_{i 2}=0, r_{i 1}=r_{i 2}=0, p_{i 3}=p_{i 4}=0.5$, $r_{i 3}=r_{i 4}=0$. Hence using the decomposition according to (3.8) we have

$$
\boldsymbol{P}_{(\mathrm{NN})}=\left[\begin{array}{ll}
0.25 & 0.25 \\
0.25 & 0.25
\end{array}\right], \quad \boldsymbol{P}_{(\mathrm{NB})}=\left[\begin{array}{cc}
0.25 & 0.25 \\
0.25 & 0.25
\end{array}\right], \quad \boldsymbol{P}_{(\mathrm{BB})}=\left[\begin{array}{cc}
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right]
$$

where

$$
\boldsymbol{P}_{(\mathrm{NB})}=\boldsymbol{Q}_{(\mathrm{NB})}^{(\gamma)}, \boldsymbol{P}_{(\mathrm{BB})}=\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)} \text { for any } \gamma \in \mathbb{R}, \text { but } \quad \boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}=\mathrm{e}^{\gamma} \boldsymbol{P}_{(\mathrm{NN})}
$$

[^0]Then the spectral radius $\rho_{(\mathrm{B})}^{(\gamma)}$ of $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}=\boldsymbol{P}_{(\mathrm{BB})}$ equals 1, and the spectral radius $\rho_{(\mathrm{N})}^{(\gamma)}$ of $\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}$ is equal to $0.5 \mathrm{e}^{\gamma}$. Obviously, the corresponding (right) eigenvectors of $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}$ and $\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}$ are two-dimensional unit vectors. Observe that for $\gamma=\ln 2$ $\rho_{(\mathrm{N})}^{(\gamma)}=\rho_{(\mathrm{B})}^{(\gamma)}=1$.
Hence if $\gamma<\ln 2$, for the spectral radius of $\boldsymbol{Q}^{(\gamma)}$ we have $\rho^{(\gamma)}=\rho_{(\mathrm{B})}^{(\gamma)}=1$ and the corresponding right Perron eigenvector $\boldsymbol{x}^{(\gamma)}=\left[\left(2-\mathrm{e}^{\gamma}\right)^{-1}\left(2-\mathrm{e}^{\gamma}\right)^{-1} 11 \quad 1\right]^{\mathrm{T}}$ is strictly positive.
On the contrary if $\gamma>\ln 2$, for the spectral radius $\rho^{(\gamma)}$ of $\boldsymbol{Q}^{(\gamma)}$ we have $\rho^{(\gamma)}=$ $0.5 \mathrm{e}^{\gamma}>1$ and the corresponding right Perron eigenvector $\boldsymbol{x}^{(\gamma)}=\left[\begin{array}{lll}1 & 1 & 0\end{array} 0^{\mathrm{T}}\right.$ is not strictly positive.
Conclusions:
If $\gamma<\ln 2$ then the the growth rate $G_{i}^{\pi}(\gamma)=1$ and the asymptotic mean values $J_{i}^{\pi}(\gamma)=0$ are independent of the starting state $i$. On the other hand:
If $\gamma>\ln 2$ the growth rate $G_{i}^{\pi}(\gamma)=1$ only for $i=3,4$, but $G_{i}^{\pi}(\gamma)=\mathrm{e}^{\gamma}$ for $i=1,2$.

## 4. MODELS WITH NON-CONSTANT GROWTH RATES AND NON-CONSTANT AVERAGE CERTAINTY EQUIVALENTS

In this section we consider risk-sensitive models with non-constant growth rates and non-constant average values of the certainty equivalents. To this end at least some matrices pertaining to the set $\left\{\boldsymbol{Q}^{(\gamma)}(f), f \in \mathcal{F}\right\}$ must be reducible with no strictly positive right eigenvector.

First observe that for any (reducible) nonnegative matrix $\boldsymbol{Q}^{(\gamma)}(f)$ we can easily identify its basic classes. In case that there exists a single basic class of $\boldsymbol{Q}^{(\gamma)}(f)$, for suitable labelling the states of the underlying Markov chain $X$ or equivalently on suitably permuting rows and corresponding columns of the matrix $\boldsymbol{Q}^{(\gamma)}(f)$, then $\boldsymbol{Q}^{(\gamma)}(f)$ can be decomposed as

$$
\boldsymbol{Q}^{(\gamma)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{1}^{(\gamma, 1)}(f)  \tag{4.1}\\
\mathbf{0} & \boldsymbol{Q}^{(\gamma, 1)}(f)
\end{array}\right]
$$

where the structure of the diagonal block $\boldsymbol{Q}_{11}^{(\gamma)}(f)$ with spectral radius $\rho_{1}^{(\gamma)}(f)=$ $\rho^{(\gamma)}(f)$ is the same as in (2.9) (i. e. all elements of $\boldsymbol{Q}_{11}^{(\gamma)}(f)$ have access to the basic class of $\left.\boldsymbol{Q}_{11}^{(\gamma)}(f)\right)$, and for the spectral radius of $\boldsymbol{Q}^{(\gamma, 1)}(f)$ we have $\rho^{(\gamma, 1)}(f) \leq \rho^{(\gamma)}(f)$. In particular, in virtue of (2.8), (2.9) we can conclude that

$$
\boldsymbol{Q}_{11}^{(\gamma)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{1(\mathrm{NN})}^{(\gamma)}(f) & \boldsymbol{Q}_{1(\mathrm{NB})}^{(\gamma)}(f)  \tag{4.2}\\
\mathbf{0} & \boldsymbol{Q}_{1(\mathrm{BB})}^{(\gamma)}(f)
\end{array}\right]
$$

with $\boldsymbol{Q}_{1(\mathrm{BB})}^{(\gamma)}(f)$ being the basic class of $\boldsymbol{Q}_{11}^{(\gamma)}(f)$ (and also of $\boldsymbol{Q}^{(\gamma)}(f)$ ). Since all elements of $\boldsymbol{Q}_{1(\mathrm{NN})}^{(\gamma)}(f)$ are accessible to $\boldsymbol{Q}_{1(\mathrm{BB})}^{(\gamma)}(f)$, there exists a strictly positive
(right) Perron eigenvector of $\boldsymbol{Q}_{11}^{(\gamma)}(f)$, i. e.

$$
\begin{equation*}
\boldsymbol{Q}_{11}^{(\gamma)}(f) \cdot \boldsymbol{x}_{1}^{(\gamma)}(f)=\rho_{1}^{(\gamma)}(f) \boldsymbol{x}_{1}^{(\gamma)}(f) \tag{4.3}
\end{equation*}
$$

where $\rho_{1}^{(\gamma)}(f)$ is the spectral radius of $\boldsymbol{Q}_{11}^{(\gamma)}(f)$ (and hence also of $\boldsymbol{Q}^{(\gamma)}(f)$ ) and $\boldsymbol{x}_{1}^{(\gamma)}(f)>\mathbf{0}$ is the corresponding (right) Perron eigenvector.

Similarly for the diagonal block $\boldsymbol{Q}^{(\gamma, 1)}(f)$ (assuming the existence of a single basic class of $\left.\boldsymbol{Q}^{(\gamma, 1)}(f)\right)$ on suitably permuting rows and corresponding columns formulas analogous to (4.1)-(4.3) will hold for the matrix $\boldsymbol{Q}^{(\gamma, 1)}(f)$ and its upper diagonal block $\boldsymbol{Q}_{22}^{(\gamma)}(f)$

$$
\boldsymbol{Q}^{(\gamma, 1)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{22}^{(\gamma)}(f) & \boldsymbol{Q}_{2}^{(\gamma, 2)}(f) \\
0 & \boldsymbol{Q}^{(\gamma, 2)}(f)
\end{array}\right], \quad \boldsymbol{Q}_{22}^{(\gamma)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{2(\mathrm{NN})}^{(\gamma)}(f) & \boldsymbol{Q}_{2}^{(\gamma)}(\mathrm{NB})(f) \\
\mathbf{0} & \boldsymbol{Q}_{2(\mathrm{BB})}^{(\gamma)}(f)
\end{array}\right]
$$

along with the diagonal blocks of $\boldsymbol{Q}_{22}^{(\gamma)}(f)$ denoted $\boldsymbol{Q}_{2(\mathrm{NN})}^{(\gamma)}(f), \boldsymbol{Q}_{2(\mathrm{BB})}^{(\gamma)}(f)$ and its "transition" off-diagonal block $\boldsymbol{Q}_{2(\mathrm{NB})}^{(\gamma)}(f)$.

Repeating this reasoning we can conclude that for suitable labelling of states of the underlying Markov chain, or equivalently on suitably permuting rows and corresponding columns, the matrix $\boldsymbol{Q}^{(\gamma)}(f)$ can be decomposed into the following block-triangular form (the number $s$ of diagonal blocks depends on $f$ )

$$
\boldsymbol{Q}^{(\gamma)}(f)=\left[\begin{array}{cccc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{12}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{1 s}^{(\gamma)}(f)  \tag{4.4}\\
\mathbf{0} & \boldsymbol{Q}_{22}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{2 s}^{(\gamma)}(f) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{Q}_{s s}^{(\gamma)}(f)
\end{array}\right]
$$

where $\boldsymbol{Q}_{i i}^{(\gamma)}(f)$ 's are the "biggest" submatrices of $\boldsymbol{Q}^{(\gamma)}(f)$ having strictly positive right Perron eigenvectors, i. e., there exist $\boldsymbol{x}_{i}^{(\gamma)}(f)>\mathbf{0}$ such that for all $i=1,2, \ldots, s$

$$
\begin{equation*}
\boldsymbol{Q}_{i i}^{(\gamma)}(f) \cdot \boldsymbol{x}_{i}^{(\gamma)}(f)=\rho_{i}^{(\gamma)}(f) \boldsymbol{x}_{i}^{(\gamma)}(f) \quad \text { with } \quad \rho_{i}^{(\gamma)}(f) \geq \rho_{i+1}^{(\gamma)}(f) \tag{4.5}
\end{equation*}
$$

Furthermore, the above results can be extended to the whole collection of nonnegative matrices $\left\{\boldsymbol{Q}^{(\gamma)}(f), f \in \mathcal{F}\right\}$ as it is summarized in the following theorem (for the proofs see [17, 18, 19, 20]).

Theorem 4.1. There exists $\hat{f} \in \mathcal{F}$ and a suitable labelling of states inducing the partition of the state space, say $\hat{\mathcal{I}} \equiv \bigcup_{i=1}^{s} \mathcal{I}_{i}(\hat{f})$, called the basic partition, such that: Keeping the partition in accordance of $\hat{\mathcal{I}}$ then every $\boldsymbol{Q}^{(\gamma)}(f)$ is block triangular, i. e.

$$
\boldsymbol{Q}^{(\gamma)}(f)=\left[\begin{array}{cccc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{12}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{1 s}^{(\gamma)}(f)  \tag{4.6}\\
\mathbf{0} & \boldsymbol{Q}_{22}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{2 s}^{(\gamma)}(f) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{Q}_{s s}^{(\gamma)}(f)
\end{array}\right], \quad \forall f \in \mathcal{F}
$$

where all $\boldsymbol{Q}_{i i}^{(\gamma)}(f)$ have fixed dimensions equal to card $\mathcal{I}_{i}(\hat{f})$, and for $i=1, \ldots, s$ $\boldsymbol{Q}_{i i}^{(\gamma)}(\hat{f})$ 's are the "biggest" submatrices of $\boldsymbol{Q}^{(\gamma)}(f)$ having strictly positive right eigenvectors corresponding to the maximum possible spectral radii of the corresponding submatrices, i. e., there exists $\boldsymbol{Q}_{i i}^{(\gamma)}(\hat{f})$ along with $\boldsymbol{x}_{i}^{(\gamma)}(\hat{f})>\mathbf{0}$ such that for any $f \in \mathcal{F}$ and all $i=1,2, \ldots, s$

$$
\begin{align*}
\rho_{i}^{(\gamma)}(\hat{f}) \geq \rho_{i}^{(\gamma)}(f) ; \quad & \rho_{i}^{(\gamma)}(\hat{f}) \geq \rho_{i+1}^{(\gamma)}(\hat{f})  \tag{4.7}\\
\boldsymbol{Q}_{i i}^{(\gamma)}(f) \cdot \boldsymbol{x}_{i}^{(\gamma)}(\hat{f}) \leq & \boldsymbol{Q}_{i i}^{(\gamma)}(\hat{f}) \cdot \boldsymbol{x}_{i}^{(\gamma)}(\hat{f})=\rho_{i}^{(\gamma)}(\hat{f}) \boldsymbol{x}_{i}^{(\gamma)}(\hat{f}) . \tag{4.8}
\end{align*}
$$

Observe that $\rho_{1}^{(\gamma)}(\hat{f})=\rho^{(\gamma)}(\hat{f})$ and that each diagonal block $\boldsymbol{Q}_{i i}^{(\gamma)}(f)$ in (4.6) may be reducible, and if $\boldsymbol{Q}_{i i}^{(\gamma)}(\hat{f})$ is reducible then it can be decomposed similarly as in (4.2).

Throughout this note we make the following assumption:
Assumption 4.1. For a given value of the risk aversion coefficient $\gamma$ a strict inequalities holds in the second part of (4.7), i. e.:

$$
\begin{equation*}
\rho_{1}^{(\gamma)}(\hat{f})>\rho_{2}^{(\gamma)}(\hat{f})>\ldots>\rho_{s}^{(\gamma)}(\hat{f}) \tag{4.9}
\end{equation*}
$$

Remark. Observe that the case $\rho_{i}^{(\gamma)}(f)=\rho_{i+1}^{(\gamma)}(f)$ can be easily excluded, since, if necessary, we may assume that after small perturbations of some values $p_{i j}\left(f_{i}\right)$ and $r_{i j}\left(f_{i}\right)$ (i. e. the perturbation of $\left.q_{i j}^{(\gamma)}\left(f_{i}\right)\right)$, we arrive at $\rho_{i}^{(\gamma)}(f)>\rho_{i+1}^{(\gamma)}(f)$ and condition (4.9) will be fulfilled (recall that the value of the spectral radius is a continuous function of the matrix elements).

In case that $s=1$ we have $\boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0}$. Then by Theorem 3.1 maximum growth rate of $\boldsymbol{U}^{\pi}(\gamma, n)$ is given by $\rho^{(\gamma)}(\hat{f})$, is independent of the starting state and can be obtained if stationary policy $\hat{\pi} \sim(\hat{f})$ is followed.

In case that $s>1$ by (4.6) we can immediately conclude that on following stationary policy $\hat{\pi} \sim(\hat{f})$ and keeping the basic partition in accordance of Theorem 4.1, if $\boldsymbol{x}_{i}^{(\gamma)}(\hat{f})$ is selected such that $\boldsymbol{x}_{i}^{(\gamma)}(\hat{f}) \leq \boldsymbol{e}$, then for any $i=1,2, \ldots, s$

$$
\boldsymbol{U}_{i}^{\hat{\boldsymbol{\pi}}}(\gamma, n)=\left(\boldsymbol{Q}_{i i}^{(\gamma)}(\hat{f})\right)^{n} \cdot \boldsymbol{e} \geq\left(\boldsymbol{Q}_{i i}^{(\gamma)}(\hat{f})\right)^{n} \cdot \boldsymbol{x}_{i}^{(\gamma)}(\hat{f}) \geq\left(\rho_{i}^{(\gamma)}(\hat{f})\right)^{n} \boldsymbol{x}_{i}^{(\gamma)}(\hat{f})
$$

In words: For stationary policy $\hat{\pi} \sim(\hat{f})$ the growth rate of every $\boldsymbol{U}_{i}^{\hat{\pi}}(\gamma, n)$ is nonsmaller than $\rho_{i}^{(\gamma)}(\hat{f})$.

Hence to establish that the maximal growth rate of elements pertaining to $\mathcal{I}_{i}(\hat{f})$ equals $\rho_{i}^{(\gamma)}(\hat{f})$ it is sufficient to show that $\rho_{i}^{(\gamma)}(\hat{f})$ is also an upper bound on the growth rate of elements from $\mathcal{I}_{i}(\hat{f})$. To this end, on considering the basic partition, policy $\pi^{*}$ generating the maximal growth must fulfil the dynamic programming
recursion (2.5) that for the considered reducible case can be also written as:

$$
\left[\begin{array}{c}
\boldsymbol{U}_{1}^{*}(\gamma, k, n)  \tag{4.10}\\
\boldsymbol{U}_{2}^{*}(\gamma, k, n) \\
\vdots \\
\boldsymbol{U}_{s}^{*}(\gamma, k, n)
\end{array}\right]=\max _{f \in \mathcal{F}}\left[\begin{array}{cccc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{12}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{1 s}^{(\gamma)}(f) \\
\mathbf{0} & \boldsymbol{Q}_{22}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{2 s}^{(\gamma)}(f) \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \ldots & \boldsymbol{Q}_{s s}^{(\gamma)}(f)
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{U}_{1}^{*}(\gamma, k+1, n) \\
\boldsymbol{U}_{2}^{*}(\gamma, k+1, n) \\
\vdots \\
\boldsymbol{U}_{s}^{*}(\gamma, k+1, n)
\end{array}\right]
$$

We show by induction on $i=s, s-1, \ldots, 1$ that for any $n=0,1, \ldots$, the maximal possible growth of each $\boldsymbol{U}_{i}^{*}(\gamma, k, n)$ is also dominated by the powers of $\rho_{i}^{(\gamma)}(\hat{f})$.

If $i=s$ the maximal growth rate is given by $\boldsymbol{Q}_{s s}^{(\gamma)}(\hat{f})$ by Theorem 3.1 (cf. (3.3)). Hence it suffices only to construct the induction step, i.e., to show that supposing the maximal possible growth of $\boldsymbol{U}_{i+1}^{*}(\gamma, k, n)$ is dominated by the growth rate equal to $\rho_{i+1}^{(\gamma)}(\hat{f})$, then the maximal possible growth of $\boldsymbol{U}_{i}^{*}(\gamma, k, n)$ is dominated by $\rho_{i}^{(\gamma)}(\hat{f})$ (where $\rho_{i}^{(\gamma)}(\hat{f})>\rho_{i+1}^{(\gamma)}(\hat{f})$ by Assumption 4.1).

For the sake of simplicity we construct the induction step if $i=1$. To this end let $\boldsymbol{U}^{*}(\gamma, k, n)$, and $\boldsymbol{Q}^{(\gamma)}(f)$ be decomposed as (cf. (4.1))

$$
\boldsymbol{U}^{*}(\gamma, k, n)=\left[\begin{array}{c}
\boldsymbol{U}_{1}^{*}(\gamma, n)  \tag{4.11}\\
\boldsymbol{U}_{(1)}^{*}(\gamma, k, n)
\end{array}\right], \quad \boldsymbol{Q}^{(\gamma)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{(1)}^{(\gamma, 1)}(f) \\
\mathbf{0} & \boldsymbol{Q}^{(\gamma, 1)}(f)
\end{array}\right]
$$

where $\quad \boldsymbol{Q}_{(1)}^{(\gamma, 1)}(f)=\left[\begin{array}{lll}\boldsymbol{Q}_{12}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{1 s}^{(\gamma)}(f)\end{array}\right]$,

$$
\boldsymbol{Q}^{(\gamma, 1)}(f)=\left[\begin{array}{ccc}
\boldsymbol{Q}_{22}^{(\gamma)}(f) & \ldots & \boldsymbol{Q}_{2 s}^{(\gamma)}(f) \\
\vdots & \ddots & \vdots \\
0 & \ldots & \boldsymbol{Q}_{s s}^{(\gamma)}(f)
\end{array}\right] \quad \text { and } \quad \boldsymbol{U}_{(1)}^{*}(\gamma, k, n)=\left[\begin{array}{c}
\boldsymbol{U}_{2}^{*}(\gamma, k, n) \\
\vdots \\
\boldsymbol{U}_{s}^{*}(\gamma, k, n)
\end{array}\right]
$$

Hence (4.10) can be also written as

$$
\left[\begin{array}{c}
\boldsymbol{U}_{1}^{*}(\gamma, k, n)  \tag{4.12}\\
\boldsymbol{U}_{(1)}^{*}(\gamma, k, n)
\end{array}\right]=\max _{f \in \mathcal{F}}\left[\begin{array}{cc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{(1,1)}^{(\gamma)}(f) \\
\mathbf{0} & \boldsymbol{Q}^{(\gamma, 1)}(f)
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{U}_{1}^{*}(\gamma, k+1, n) \\
\boldsymbol{U}_{(1)}^{*}(\gamma, k+1, n)
\end{array}\right]
$$

where the structure of the diagonal block $\boldsymbol{Q}_{11}^{(\gamma)}(f)$ is given by (4.2). However, by (4.8)

$$
\boldsymbol{Q}_{11}^{(\gamma)}(f) \boldsymbol{x}_{1}^{(\gamma)}(\hat{f}) \leq \boldsymbol{Q}_{11}^{(\gamma)}(\hat{f}) \boldsymbol{x}_{1}^{(\gamma)}(\hat{f})=\rho_{1}^{(\gamma)}(\hat{f}) \boldsymbol{x}_{1}^{(\gamma)}(\hat{f})
$$

with $\rho_{1}^{(\gamma)}(\hat{f})>\rho_{2}^{(\gamma)}(\hat{f})$ (by Assumption 4.1). Let $\boldsymbol{E}$ be the matrix of one's, then for sufficiently small $\varepsilon>0$ the spectral radius $\rho_{(1)}^{(\gamma, \varepsilon)}(f)$ of an irreducible matrix

$$
\boldsymbol{Q}^{(\gamma, 1, \varepsilon)}(f):=\boldsymbol{Q}^{(\gamma, 1)}(f)+\varepsilon \boldsymbol{E}
$$

is less than $\rho_{1}^{(\gamma)}(f)$; hence $\varepsilon(f):=\rho_{(1)}^{(\gamma, \varepsilon)}(f) / \rho_{1}^{(\gamma)}(f)<\varepsilon^{*}<1$, for any $f \in \mathcal{F}$, and the corresponding right Perron eigenvector $\boldsymbol{x}_{(1)}^{(\gamma, 1, \varepsilon)}(f)$ is strictly positive. Then for

$$
\boldsymbol{Q}^{(\gamma, \varepsilon)}(f)=\left[\begin{array}{cc}
\boldsymbol{Q}_{11}^{(\gamma)}(f) & \boldsymbol{Q}_{(1)}^{(\gamma, 1, \varepsilon)}(f) \\
\mathbf{0} & \boldsymbol{Q}^{(\gamma, 1, \varepsilon)}(f)
\end{array}\right]
$$

we have

$$
\left(\boldsymbol{Q}^{(\gamma, \varepsilon)}(f)\right)^{n}=\left[\begin{array}{cc}
\left(\boldsymbol{Q}_{11}^{(\gamma)}(f)\right)^{n} & \sum_{k+\ell=n-1}\left(\boldsymbol{Q}_{11}^{(\gamma)}(f)\right)^{k} \boldsymbol{Q}_{(1)}^{(\gamma, 1, \varepsilon)}(f)\left(\boldsymbol{Q}^{(\gamma, 1, \varepsilon)}(f)\right)^{\ell}  \tag{4.13}\\
\mathbf{0} & \left(\boldsymbol{Q}^{(\gamma, 1, \varepsilon)}(f)\right)^{n}
\end{array}\right]
$$

Moreover, selecting $\boldsymbol{Q}_{(1)}^{(\gamma, 1, \varepsilon)}$ such that $\boldsymbol{Q}_{(1)}^{(\gamma, 1, \varepsilon)} \geq \boldsymbol{Q}_{(1)}^{(\gamma, 1, \varepsilon)}(f)$ for any $f \in \mathcal{F}$ and choosing $\alpha \in \mathbb{R}^{+}$such that $\boldsymbol{Q}_{(1)}^{(\gamma, 1, \varepsilon)} \cdot \boldsymbol{x}_{2}^{(\gamma)}(\hat{f}) \leq \alpha \boldsymbol{x}_{1}^{(\gamma)}(\hat{f})$ it holds

$$
\begin{aligned}
& \sum_{k+\ell=n-1}\left(\boldsymbol{Q}_{11}^{(\gamma)}(f)\right)^{k} \cdot \boldsymbol{Q}_{(1,1, \varepsilon)}^{(\gamma)}(f) \cdot\left(\boldsymbol{Q}^{(\gamma, 1, \varepsilon)}(f)\right)^{\ell} \cdot \boldsymbol{x}_{(1)}^{(\gamma)}(\hat{f}) \\
\leq & \alpha \sum_{k+\ell=n-1}\left(\rho_{1}^{(\gamma)}(\hat{f})\right)^{k} \cdot\left(\rho^{(\gamma, 1)}(\hat{f})\right)^{\ell} \boldsymbol{x}_{1}^{(\gamma)}(\hat{f}) \\
= & \alpha\left(\rho_{1}^{(\gamma)}(\hat{f})\right)^{n-1} \sum_{\ell=0}^{n-2}\left(\varepsilon^{*}\right)^{\ell} \boldsymbol{x}_{1}^{(\gamma)}(\hat{f}) \leq \alpha\left(\rho_{(1)}^{(\gamma)}(\hat{f})\right)^{n-1} \cdot \frac{1}{1-\varepsilon^{*}} \cdot \boldsymbol{x}_{1}^{(\gamma)}(\hat{f}) .
\end{aligned}
$$

Observe that the above bounds hold also for nonhomogeneous products of matrices $\boldsymbol{Q}^{(\gamma, \varepsilon)}(f)$ if $f \in \mathcal{F}$.
Hence if $\boldsymbol{x}_{1}^{(\gamma)}(f) \geq \boldsymbol{e}, \boldsymbol{x}_{(1)}^{(\gamma)}(f) \geq \boldsymbol{e}$ we have for policy $\pi^{*}$ fulfilling the dynamic programming recursion (4.12)

$$
\left[\begin{array}{c}
\boldsymbol{U}_{1}^{*}(\gamma, k, n) \\
\boldsymbol{U}_{(1)}^{*}(\gamma, k, n)
\end{array}\right] \leq\left[\begin{array}{r}
\left(\rho_{1}^{(\gamma)}(\hat{f})\right)^{n-k}\left\{\rho_{1}^{(\gamma)}(\hat{f})+\alpha \frac{1}{1-\varepsilon^{*}} \cdot\right\} \cdot \boldsymbol{x}_{1}^{(\gamma)}(\hat{f}) \\
\left(\rho^{(\gamma, 1)}(\hat{f})\right)^{n-k} \cdot \boldsymbol{x}_{(1)}^{(\gamma)}(\hat{f})
\end{array}\right]
$$

and the maximal possible growth of $\boldsymbol{U}_{1}^{*}(\gamma, n)$ is dominated by $\rho_{1}^{(\gamma)}(\hat{f})$.
So we have arrived at the following
Theorem 4.2. Let Assumption 4.1 hold. Then for the matrix $\boldsymbol{Q}^{(\gamma)}(\hat{f})$ with $\hat{f} \in \mathcal{F}$ decomposed in accordance with the basic partition $\hat{\mathcal{I}}$ of the state space it holds: Maximum possible growth rate $G_{j}^{\hat{\pi}}(\gamma)$ is the same for each $j \in \mathcal{I}_{i}(\hat{f})$ and is equal to $\rho_{i}^{(\gamma)}(\hat{f})$. Moreover, this growth rate can be obtained if stationary policy $\pi \sim(\hat{f})$ is followed.

Since by (1.4), (1.7) and (1.8) for each $j \in \mathcal{I}$

$$
\begin{equation*}
J_{j}^{\hat{\pi}}(\gamma)=\frac{1}{\gamma} \lim _{n \rightarrow \infty} \frac{1}{n} U_{j}^{\hat{\pi}}(\gamma, n) \tag{4.14}
\end{equation*}
$$

if $j \in \mathcal{I}_{i}(\hat{f})$ we have for suitably selected $\boldsymbol{x}_{i}^{(\gamma)}(\hat{f})$ with elements $x_{j}^{(\gamma)}(\hat{f})$

$$
\begin{equation*}
\left.J_{j}^{\hat{\pi}}(\gamma)=\frac{1}{\gamma} \lim _{n \rightarrow \infty} \frac{1}{n} \ln \left[\left(\rho_{i}(\hat{f})\right)^{n} \cdot x_{j}(\hat{f})\right)\right]=\frac{1}{\gamma} \ln \left[\rho_{i}(\hat{f})\right] \tag{4.15}
\end{equation*}
$$

So by Theorem 4.2 for maximal average optimality in risk sensitive Markov decision processes we have the following result.

Theorem 4.3. Let Assumption 4.1 hold. Considering the basic partition of the state space $\hat{\mathcal{I}}=\mathcal{I}_{1}(\hat{f}) \cup \mathcal{I}_{2}(\hat{f}) \cup \ldots \cup \mathcal{I}_{s}(\hat{f})$ it holds:
Maximum average rewards $J_{j}^{\hat{\pi}}(\gamma)$ are the same for each $j \in \mathcal{I}_{i}(\hat{f})$ and are equal to $(\gamma)^{-1} \ln \left[\rho_{i}^{(\gamma)}(\hat{f})\right]$.

Example 2. Consider an uncontrolled model (hence the argument $f$ is deleted) where $N=6$ with transition probability matrix $\boldsymbol{P}$ and transition reward matrix $\boldsymbol{R}$ (with elements $r_{i j}$ 's) given by:

$$
\boldsymbol{P}=\left[\begin{array}{cccccc}
0.25 & 0.25 & 0.25 & 0 & 0.25 & 0 \\
0.25 & 0.25 & 0 & 0.25 & 0 & 0.25 \\
0 & 0 & 0.1 & 0.1 & 0.4 & 0.4 \\
0 & 0 & 0.1 & 0.1 & 0.4 & 0.4 \\
0 & 0 & 0 & 0 & 0.5 & 0.5 \\
0 & 0 & 0 & 0 & 0.5 & 0.5
\end{array}\right], \quad \boldsymbol{R}=\left[\begin{array}{cccccc}
1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Obviously, the transition probability matrix $\boldsymbol{P}$ contains a single class $\boldsymbol{P}_{(\mathrm{BB})}$ of recurrent states and two irreducible classes of transient states $\boldsymbol{P}_{(\mathrm{N}) 11}$ and $\boldsymbol{P}_{(\mathrm{N}) 22}$ where

$$
\boldsymbol{P}_{(\mathrm{BB})}=\left[\begin{array}{cc}
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right], \quad \boldsymbol{P}_{(\mathrm{N}) 11}=\left[\begin{array}{cc}
0.25 & 0.25 \\
0.25 & 0.25
\end{array}\right], \quad \boldsymbol{P}_{(\mathrm{N}) 22}=\left[\begin{array}{cc}
0.1 & 0.1 \\
0.1 & 0.1
\end{array}\right]
$$

and hence

$$
\boldsymbol{Q}^{(\gamma)}=\left[\begin{array}{ccc}
\boldsymbol{Q}_{(\mathrm{N}) 11}^{(\gamma)} & \boldsymbol{Q}_{(\mathrm{N}) 12}^{(\gamma)} & \boldsymbol{Q}_{(\mathrm{N}) 1(\mathrm{~B})}^{(\gamma)} \\
\mathbf{0} & \boldsymbol{Q}_{(\mathrm{N}) 22}^{(\gamma)} & \boldsymbol{Q}_{(\mathrm{N}) 2(\mathrm{~B})}^{(\gamma)} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}
\end{array}\right] \quad \text { with } \quad \boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}=\left[\begin{array}{cc}
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right]
$$

and the spectral radius $\rho_{(\mathrm{B})}^{(\gamma)}$ of $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}$ is equal to one for any $\gamma$.
However, for the remaining two diagonal submatrices of $\boldsymbol{Q}^{(\gamma)}$ we have

$$
\boldsymbol{Q}_{(\mathrm{N}) 11}^{(\gamma)}=\left[\begin{array}{cc}
0.25 \mathrm{e}^{\gamma} & 0.25 \mathrm{e}^{\gamma} \\
0.25 \mathrm{e}^{\gamma} & 0.25 \mathrm{e}^{\gamma}
\end{array}\right], \quad \boldsymbol{Q}_{(\mathrm{N}) 22}^{(\gamma)}=\left[\begin{array}{cc}
0.1 & 0.1 \mathrm{e}^{2 \gamma} \\
0.1 \mathrm{e}^{2 \gamma} & 0.1
\end{array}\right] .
$$

After some algebra we conclude that the spectral radius $\rho_{(\mathrm{N}) 1}^{(\gamma)}$ of $\boldsymbol{Q}_{(\mathrm{N}) 11}^{(\gamma)}$ is equal to $0.5 \mathrm{e}^{\gamma}$ and the spectral radius $\rho_{(\mathrm{N}) 2}^{(\gamma)}$ of $\boldsymbol{Q}_{(\mathrm{N}) 22}^{(\gamma)}$ is equal to $0.1\left(\mathrm{e}^{2 \gamma}+1\right)$. Obviously, for every $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}, \boldsymbol{Q}_{(\mathrm{N}) 11}^{(\gamma)}, \boldsymbol{Q}_{(\mathrm{N}) 22}^{(\gamma)}$ the corresponding (right) Perron eigenvector is the two-dimensional unit vector.
Obviously, both $0.5 \mathrm{e}^{\gamma}$ and $0.1\left(\mathrm{e}^{2 \gamma}+1\right)$ are increasing functions of the risk aversion coefficient $\gamma$; moreover $0.5 \mathrm{e}^{\gamma}=1$ for $\gamma=\ln 2,0.1\left(\mathrm{e}^{2 \gamma}+1\right)=1$ for $\gamma=\frac{1}{2} \ln 9$, and $0.1\left(\mathrm{e}^{2 \gamma}+1\right)=0.5 \mathrm{e}^{\gamma}$ for $\gamma=\ln \left(\frac{5+\sqrt{21}}{2}\right)$.

So:
For $\gamma<\ln 2$ it holds $\rho_{(\mathrm{B})}^{(\gamma)}>\rho_{(\mathrm{N}) 1}^{(\gamma)}>\rho_{(\mathrm{N}) 2}^{(\gamma)}, \quad \rho^{(\gamma)}=\rho_{(\mathrm{B})}^{(\gamma)}=1$
and the right Perron eigenvector $\boldsymbol{x}^{(\gamma)}$ of $\boldsymbol{Q}^{(\gamma)}$ is strictly positive.
For $\left.\gamma \in\left(\ln 2, \frac{1}{2} \ln 9\right)\right)$ it holds $\rho_{(\mathrm{N}) 1}^{(\gamma)}>\rho_{(\mathrm{B})}^{(\gamma)}>\rho_{(\mathrm{N}) 2}^{(\gamma)}, \quad \rho^{(\gamma)}=\rho_{(\mathrm{N}) 1}^{(\gamma)}=0.5 \mathrm{e}^{\gamma}$ and the right Perron eigenvector $\boldsymbol{x}^{(\gamma)}$ of $\boldsymbol{Q}^{(\gamma)}$ is not strictly positive.
For $\gamma \in\left(\frac{1}{2} \ln 9, \ln \left(\frac{5+\sqrt{21}}{2}\right)\right)$ it holds $\rho_{(\mathrm{N}) 1}^{(\gamma)}>\rho_{(\mathrm{N}) 2}^{(\gamma)}>\rho_{(\mathrm{B})}^{(\gamma)}, \quad \rho^{(\gamma)}=\rho_{(\mathrm{N}) 1}^{(\gamma)}=0.5 \mathrm{e}^{\gamma}$ and the right Perron eigenvector $\boldsymbol{x}^{(\gamma)}$ of $\boldsymbol{Q}^{(\gamma)}$ is not strictly positive.
For $\gamma>\ln \left(\frac{5+\sqrt{21}}{2}\right)$ it holds $\rho_{(\mathrm{N}) 2}^{(\gamma)}>\rho_{(\mathrm{N}) 1}^{(\gamma)}>\rho_{(\mathrm{B})}^{(\gamma)}, \quad \rho^{(\gamma)}=\rho_{(\mathrm{N}) 2}^{(\gamma)}=0.1\left(\mathrm{e}^{2 \gamma}+1\right)$ and the right Perron eigenvector $\boldsymbol{x}^{(\gamma)}$ of $\boldsymbol{Q}^{(\gamma)}$ is not strictly positive.
(The Perron eigenvectors are explicitly calculated - see the footnote.)
Hence ${ }^{2}$ for the growth rate and average rewards we have:
If $\gamma<\ln 2$ then the growth rate $G_{i}(\gamma)=1$ and average reward $J_{i}(\gamma)=0$ for an arbitrary starting state $i$.
For $\gamma \in\left(\ln 2, \frac{1}{2} \ln 9\right)$ the growth rate $G_{i}(\gamma)=1$ and average reward $J_{i}(\gamma)=0$ for starting states $i=3,4,5,6$. If the chain starts in state $i=1,2$ then the growth rate $G_{i}(\gamma)=0.5 \mathrm{e}^{\gamma}$ and average reward $J_{i}(\gamma)=1-\frac{1}{\gamma} \ln 2$.
For $\gamma \in\left(\frac{1}{2} \ln 9, \ln \left(\frac{5+\sqrt{21}}{2}\right)\right)$ the growth rate $G_{i}(\gamma)=1$ and average reward
$J_{i}(\gamma)=0$ only for starting states $i=5,6$. If the chain starts in states $i=3,4$ then the growth rate $G_{i}(\gamma)=0.1\left(\mathrm{e}^{2 \gamma}+1\right)$ and average reward
$J_{i}(\gamma)=\frac{1}{\gamma} \ln \left[0.1\left(\mathrm{e}^{2 \gamma}+1\right)\right]$. If the chain starts in state $i=1,2$
then the growth rate $G_{i}(\gamma)=0.5 \mathrm{e}^{\gamma}$ and average reward $J_{i}(\gamma)=1-\frac{1}{\gamma} \ln 2$.
If $\gamma>\ln \left(\frac{5+\sqrt{21}}{2}\right)$ the growth rate $G_{i}(\gamma)=1$ and average reward $J_{i}(\gamma)=0$
only for starting states $i=5,6$. However, if the chain starts in state $i=1,2,3,4$ then the growth rate $G_{i}(\gamma)=0.1\left(\mathrm{e}^{2 \gamma}+1\right)$ and average reward
$J_{i}(\gamma)=\frac{1}{\gamma} \ln \left[0.1\left(\mathrm{e}^{2 \gamma}+1\right)\right]$.

## 5. SIMPLE MODELS WITH MINIMAL COSTS

In this section we show that the results of Section 3 can be easily extended to risk-sensitive Markov decision chains where instead of transition rates we consider transition costs $c_{i j}(a)$ and our aim is to minimizes the growth rates and the corresponding average costs.

In parallel to Assumption 3.1 we make

[^1]Assumption 5.1. There exists $\hat{\rho}^{(\gamma)} \equiv \rho^{(\gamma)}(\hat{f})$ and $\widehat{\boldsymbol{x}}^{(\gamma)} \equiv \boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0}$ (unique up to a multiplicative constant) such that (for a given value of the risk aversion coefficient $\gamma$ )

$$
\begin{equation*}
\hat{\rho}^{(\gamma)} \widehat{\boldsymbol{x}}^{(\gamma)}=\min _{f \in \mathcal{F}}\left\{\boldsymbol{Q}^{(\gamma)}(f) \cdot \widehat{\boldsymbol{x}}^{(\gamma)}\right\}=\boldsymbol{Q}^{(\gamma)}(\hat{f}) \cdot \widehat{\boldsymbol{x}}^{(\gamma)} \tag{5.1}
\end{equation*}
$$

such that on using the matrix decomposition according to (2.9), i. e., on writing

$$
\boldsymbol{Q}^{(\gamma)}(\hat{f})=\left[\begin{array}{cc}
\boldsymbol{Q}_{(\mathrm{NN})}^{(\gamma)}(\hat{f}) & \boldsymbol{Q}_{(\mathrm{NB})}^{(\gamma)}(\hat{f})  \tag{5.2}\\
\mathbf{0} & \boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(\hat{f})
\end{array}\right]
$$

where $\boldsymbol{Q}_{(\mathrm{BB})}^{(\gamma)}(\hat{f})$ is the "biggest" diagonal class with spectral radius $\rho^{(\gamma)}(\hat{f})$ among all $\boldsymbol{Q}^{(\gamma)}(f)$ 's fulfilling (5.1).

Remark. Of course, a sufficient condition for existence of the matrix $\boldsymbol{Q}^{(\gamma)}(\hat{f})$ fulfilling condition (5.1) is the existence of $\boldsymbol{x}^{(\gamma)}(f)>\mathbf{0}$ for each $f \in \mathcal{F}$. As it is shown in the Appendix using e.g. policy iterations in a finite number of steps we can find $\hat{f} \in \mathcal{F}$ such that $\rho^{(\gamma)}(\hat{f}) \equiv \hat{\rho}^{(\gamma)}$ is the minimal possible eigenvalue of $\boldsymbol{Q}^{(\gamma)}(f)$ over all $f \in \mathcal{F}$, and

$$
\begin{align*}
\boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f}) & \geq \min _{f \in \mathcal{F}}\left\{\boldsymbol{Q}^{(\gamma)}(f) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f})\right\} \\
=\boldsymbol{Q}^{(\gamma)}(\hat{f}) \cdot \boldsymbol{x}^{(\gamma)}(\hat{f}) & =\rho^{(\gamma)}(\hat{f}) \boldsymbol{x}^{(\gamma)}(\hat{f}), \text { with } \boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0} . \tag{5.3}
\end{align*}
$$

Theorem 5.1. If condition (5.1) holds then for a given value of the risk aversion coefficient $\gamma$ there exist numbers $\beta_{1}^{(\gamma)}>\beta_{2}^{(\gamma)}>0$ such that

$$
\begin{equation*}
\beta_{1}^{(\gamma)} \boldsymbol{x}^{(\gamma)}(\hat{f}) \leq\left(\hat{\rho}^{(\gamma)}\right)^{-n} \prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{e} \leq \beta_{2}^{(\gamma)} \boldsymbol{x}^{(\gamma)}(\hat{f}) \tag{5.4}
\end{equation*}
$$

for any policy $\pi=\left(f^{k}\right)$ minimizing the growth of $\boldsymbol{U}^{\pi}(\gamma, n)$ for $n=0,1, \ldots$ In addition, (5.4) is also fulfilled for stationary policy $\hat{\pi} \sim(\hat{f})$.

Theorem 5.1 can be rephrased in words as

Corollary 5.2. Under condition (5.1) if policy $\pi=\left(f^{n}\right)$ minimizing $\boldsymbol{U}^{\pi}(\gamma, n)$ is followed, the growth rate of each element of $\boldsymbol{U}^{\pi}(\gamma, n)=\prod_{k=0}^{n-1} \boldsymbol{Q}^{(\gamma)}\left(f^{k}\right) \cdot \boldsymbol{e}$ is the same and equals $\hat{\rho}^{(\gamma)}$. Moreover, stationary policy $\hat{\pi} \sim(\hat{f})$ also minimizes the growth rate.

Denoting elements of $\boldsymbol{x}^{(\gamma)}(\hat{f})>\mathbf{0}$ by $x_{j}^{(\gamma)}(f)$ (for $\left.j=1, \ldots, N\right)$ and elements of an $N \times N$ matrix $\boldsymbol{Q}^{(\gamma)}(f)$ by $q_{i j}^{(\gamma)}\left(f_{i}\right)$ (recall that by (1.10) $\left.q_{i j}^{(\gamma)}(\cdot)=p_{i j}(\cdot) \cdot \mathrm{e}^{\gamma r_{i j}(\cdot)}\right),(5.1)$
can be also written in alternative forms for $g(f):=\gamma^{-1} \ln \left(\rho^{(\gamma)}(f)\right)$ and $w_{j}(f):=$ $\gamma^{-1} \ln \left(x_{j}^{(\gamma)}(f)\right)$ (for $\left.j=1, \ldots, N\right)$ as the following set of (nonlinear) equations:

$$
\begin{equation*}
\mathrm{e}^{\gamma\left(g(\hat{f})+w_{i}(\hat{f})\right)}=\min _{a \in \mathcal{A}_{i}}\left\{\sum_{j \in \mathcal{I}} p_{i j}(a) \cdot \mathrm{e}^{\gamma\left(r_{i j}(a)+w_{j}(\hat{f})\right)}\right\}, \text { for } i=1, \ldots, N \tag{5.5}
\end{equation*}
$$

called $\gamma$-average cost optimality equation.
In the multiplicative form (5.5) takes on the form:

$$
\begin{equation*}
\rho^{(\gamma)}(\hat{f}) x_{i}^{(\gamma)}(\hat{f})=\min _{a \in \mathcal{A}_{i}}\left\{\sum_{j \in \mathcal{I}} p_{i j}(a) \cdot \mathrm{e}^{\gamma r_{i j}} \cdot x_{j}^{(\gamma)}(\hat{f})\right\}, \text { for } i=1, \ldots, N . \tag{5.6}
\end{equation*}
$$

Observe that the solution to (5.5), resp. (5.6), i. e. $g(\hat{f}), w_{i}(\hat{f})$, resp. $\rho^{(\gamma)}(\hat{f}), x_{i}^{(\gamma)}(\hat{f})$ is unique up to an additive constant (added to $w_{i}(\hat{f})$ 's), resp. multiplicative constant (applied to $x_{i}^{(\gamma)}(\hat{f})$ 's).

Using the above facts Corollary 5.2 can be formulated as

Theorem 5.3. If condition (5.1) holds then for any policy $\pi=\left(f^{n}\right)$ the asymptotical mean value $J_{i}^{\pi}(\gamma, 0)$ is bounded from below by $g(\hat{f}):=\gamma^{-1} \ln \left(\rho^{(\gamma)}(\hat{f})\right)$. Moreover, stationary policy $\hat{\pi} \sim(\hat{f})$ yields the minimal asymptotical mean value $J_{i}^{\pi}(\gamma, 0)$ that is independent of the starting state $i \in \mathcal{I}$ and equal to $g(\hat{f}):=\gamma^{-1} \ln \left(\rho^{(\gamma)}(\hat{f})\right)$.

## 6. CONCLUSIONS

The paper, inspired by the work of R. Cavazos-Cadena and D. Hernández-Hernández [ 9,10$]$, presents a complete characterization of policies maximizing growth rates and the mean values of the associated certainty equivalents over an infinite time horizon in risk-sensitive Markov decision chains with finite state and action spaces.

The study of the type of dynamic programming problem was initiated by Bellman in $[1,2]$. For an "easy case" when the underlying Markov chain contains a single class of recurrent state and no transient states (i.e. all states are communicating) and the transition probability matrix $\boldsymbol{P}(f)$ is irreducible for any $f \in \mathcal{F}\}$ also the nonnegative matrices $\boldsymbol{Q}^{(\gamma)}(f)$ 's obtained from the transition probability matrices $\boldsymbol{P}(f)$ 's must be irreducible. Then for each $\boldsymbol{Q}^{(\gamma)}(f)$ with $f \in \mathcal{F}$ there exists strictly positive (right or left) Perron eigenvector and using policy iterations we can find $\{\hat{f} \in \mathcal{F}\}$ such that (5.1) or (5.3) holds. Then for each $f \in \mathcal{F}$ the growth rate of $\boldsymbol{Q}^{(\gamma)}(f)$ and also the corresponding values of certainty equivalents are independent of the starting state (cf. [12, 16]).

Moreover, these results can also be extended to models with transient states. As we have shown in case that there exists strictly positive right Perron eigenvector the growth rate of $\boldsymbol{Q}^{(\gamma)}(f)$ and also the corresponding values of certainty equivalents are
still independent of the starting state. This holds both maximal or minimal growth rates and maximal or minimal values of certainty equivalents.

Unfortunately, in the general case no strictly positive right Perron eigenvector need not exist. In this case, if we maximize the growth rates and also the corresponding values of certainty equivalents the block-triangular decomposition of the collection of nonnegative matrices $\left\{\boldsymbol{Q}^{\gamma}(f), f \in \mathcal{F}\right\}$ may be very helpful. For details see $[15,17,18,19,20]$ where algorithmic procedures for finding block-triangular decomposition of the matrix set $\left\{\boldsymbol{Q}^{(\gamma)}(f), f \in \mathcal{F}\right\}$ fulfilling conditions (4.6)-(4.8) were suggested. This approach is a bit technical, but as we have shown, it enables to identify subsets of starting states with the maximal growth rate of $\boldsymbol{Q}^{\gamma}(f)$ and also maximal values of certainty equivalents. In addition, in an early paper Mandl [14] investigates convergence radius (i. e. the reciprocal value of the growth rate) of nonhomogeneous products of a collection of (reducible) nonnegative matrices arising in dynamic programming using different methods of ours.

Problems of this type began again very popular in the last ten years (see e.g. [4] - [10]), however, there were not intensively studied in connection with nonnegative matrices.

A companion problem of finding policies that minimize the growth rates and also the corresponding values of certainty equivalents for the risk-sensitive Markov control processes with reducible transition probability matrices is under current research.

## APPENDIX: ON A POLICY ITERATION METHOD

For the sake of completeness we present policy iteration algorithm for finding a matrix with minimal possible eigenvalue in the class of nonnegative matrices with strictly positive (right) Perron eigenvectors along with its concise proof. For the irreducible case (guaranteeing existence of a strictly positive Perron eigenvectors) the algorithm along with its proof is strictly similar to the procedure suggested in Howard and Matheson [12] for finding a matrix with maximal positive eigenvalue (it suffices to change min to max). However, some extensions are necessary for handling the case with reducible matrices possessing strictly positive right eigenvectors. For the sake of simplicity we shall omit the superscript $(\gamma)$.

## Algorithm A.

Step 0. Select matrix $\boldsymbol{Q}\left(f^{(0)}\right)$ with $f^{(0)} \in \mathcal{F}$ such that the row sums are minimal, i. e., it holds $\boldsymbol{Q}\left(f^{(0)}\right) \cdot \boldsymbol{e} \leq \boldsymbol{Q}(f) \cdot \boldsymbol{e} \quad$ for any $f \in \mathcal{F}$.

Step 1. For the matrix $\boldsymbol{Q}\left(f^{(k)}\right)$ with $f^{(k)} \in \mathcal{F}, k=0,1, \ldots$ calculate its spectral radius $\rho\left(f^{(k)}\right)$ along with its right Perron eigenvector $\boldsymbol{x}\left(f^{(k)}\right)$, cf. (2.8).

Step 2. Construct (if possible) the matrix $\boldsymbol{Q}\left(f^{(k+1)}\right)$ with $f^{(k+1)} \in \mathcal{F}$, such that

$$
\begin{equation*}
\boldsymbol{Q}\left(f^{(k+1)}\right) \cdot \boldsymbol{x}\left(f^{(k)}\right)<\rho\left(f^{(k)}\right) \boldsymbol{x}\left(f^{(k)}\right)=\boldsymbol{Q}\left(f^{(k)}\right) \cdot \boldsymbol{x}\left(f^{(k)}\right) \tag{A.1}
\end{equation*}
$$

(i. e., a strict inequality holds at least for one $i \in \mathcal{I}$ ).

Step 3. If such a matrix $\boldsymbol{Q}\left(f^{(k+1)}\right)$ exists, then set $\boldsymbol{Q}\left(f^{(k+1)}\right):=\boldsymbol{Q}\left(f^{(k)}\right)$ and repeat Step 1, else set $\widehat{\boldsymbol{Q}}:=\boldsymbol{Q}\left(f^{(k)}\right), \hat{f}:=f^{(k)}$ and stop.

Theorem A. The sequence of spectral radii $\rho\left(f^{(k)}\right)$ generated by Algorithm A is non-increasing (i.e. $\rho\left(f^{(k+1}\right) \leq \rho\left(f^{(k)}\right)$ ), resp. decreasing if $\boldsymbol{Q}\left(f^{(k+1)}\right)$ is irreducible, and the sequence $\boldsymbol{Q}\left(f^{(k)}\right)$ converges monotonously to the matrix $\widehat{\boldsymbol{Q}}=\boldsymbol{Q}(\hat{f})$ such that

$$
\begin{align*}
\boldsymbol{Q}(f) \cdot \boldsymbol{x}(\hat{f}) & \geq \rho(\hat{f}) \boldsymbol{x}(\hat{f})=\boldsymbol{Q}(\hat{f}) \cdot \boldsymbol{x}(\hat{f}), \text { with } \boldsymbol{x}(\hat{f})>\mathbf{0}  \tag{A.2}\\
\rho(f) & \geq \rho(\hat{f}) \equiv \hat{\rho} \quad \text { for all } f \in \mathcal{F} . \tag{A.3}
\end{align*}
$$

Proof. Employing policy iterations in accordance with Algorithm A we are able to show that

$$
\begin{align*}
\rho\left(f^{(k+1)}\right) & \leq \rho\left(f^{(k)}\right) \text { for } k=0,1, \ldots  \tag{A.4}\\
\rho\left(f^{(k+1)}\right) & =\rho\left(f^{(k)}\right) \Rightarrow \boldsymbol{x}\left(f^{(k+1)}\right) \leq \boldsymbol{x}\left(f^{(k)}\right) \text { with }  \tag{A.5}\\
x_{i}\left(f^{(k+1)}\right) & =x_{i}\left(f^{(k)}\right) \text { for all } i \in \mathcal{I} \text { pertaining to any basic class of } \boldsymbol{Q}\left(f^{(k+1)}\right) .
\end{align*}
$$

To this end observe that by (2.8)

$$
\rho\left(f^{(k+1)}\right) \boldsymbol{x}\left(f^{(k+1)}\right)-\rho\left(f^{(k)}\right) \boldsymbol{x}\left(f^{(k)}\right)=\boldsymbol{Q}\left(f^{(k+1)}\right) \cdot \boldsymbol{x}\left(f^{(k+1)}\right)-\boldsymbol{Q}\left(f^{(k)}\right) \cdot \boldsymbol{x}\left(f^{(k)}\right)
$$

and after some algebra we conclude that

$$
\begin{align*}
& {\left[\rho\left(f^{(k+1)}\right)-\rho\left(f^{(k)}\right)\right] \cdot \boldsymbol{x}\left(f^{(k)}\right)+\rho\left(f^{(k+1)}\right)\left[\boldsymbol{x}\left(f^{(k+1)}\right)-\boldsymbol{x}\left(f^{(k)}\right)\right]} \\
& =\boldsymbol{Q}\left(f^{(k+1)}\right) \cdot\left[\boldsymbol{x}\left(f^{(k+1)}\right)-\boldsymbol{x}\left(f^{(k)}\right)\right]+\left[\boldsymbol{Q}\left(f^{(k+1)}\right)-\boldsymbol{Q}\left(f^{(k)}\right)\right] \cdot \boldsymbol{x}\left(f^{(k)}\right) \tag{A.6}
\end{align*}
$$

On premultiplying (A.6) by the left Perron eigenvector $\boldsymbol{y}\left(f^{(k+1)}\right) \geq \mathbf{0}$ and recalling that by (A.1)

$$
\begin{equation*}
\boldsymbol{\varphi}\left(f^{(k+1)}, f^{(k)}\right):=\left[\boldsymbol{Q}\left(f^{(k+1)}\right)-\boldsymbol{Q}\left(f^{(k)}\right)\right] \cdot \boldsymbol{x}\left(f^{(k)}\right)<\mathbf{0} \tag{A.7}
\end{equation*}
$$

we immediately conclude that by (2.7) also

$$
\begin{equation*}
\left[\rho\left(f^{(k+1)}\right)-\rho\left(f^{(k)}\right)\right] \boldsymbol{y}\left(f^{(k+1)}\right) \cdot \boldsymbol{x}\left(f^{(k+1)}\right)=\boldsymbol{y}\left(f^{(k+1)}\right) \cdot \boldsymbol{\varphi}\left(f^{(k+1)}, f^{(k)}\right) \leq \mathbf{0} \tag{A.8}
\end{equation*}
$$

implying $\rho\left(f^{(k+1)}\right) \leq \rho\left(f^{(k)}\right)$ with $\rho\left(f^{(k+1)}\right)=\rho\left(f^{(k)}\right)$ iff $\varphi_{i}\left(f^{(k+1)}, f^{(k)}\right)=0$ for all $i \in \mathcal{I}$ pertaining to any basic class of $\boldsymbol{Q}\left(f^{(k+1)}\right)$.

In particular, for $\boldsymbol{z}\left(f^{(k+1)}\right):=\boldsymbol{x}\left(f^{(k+1)}\right)-\boldsymbol{x}\left(f^{(k)}\right)$ in case that $\rho\left(f^{(k+1)}\right)=\rho\left(f^{(k)}\right)$ Eq. (A.6) can also written as

$$
\begin{equation*}
\rho\left(f^{(k)}\right) \boldsymbol{z}\left(f^{(k+1)}\right)=\boldsymbol{Q}\left(f^{(k+1)}\right) \cdot \boldsymbol{z}\left(f^{(k+1)}\right)+\boldsymbol{\varphi}\left(f^{(k+1)}, f^{(k)}\right) \tag{A.9}
\end{equation*}
$$

If we decompose $\boldsymbol{Q}\left(f^{(k+1)}\right)$ according to (2.9) and apply this decomposition to (A.9)we easily verify that $\boldsymbol{x}_{(\mathrm{B})}\left(f^{(k+1)}\right)=\boldsymbol{x}_{(\mathrm{B})}\left(f^{(k)}\right)$ and $\boldsymbol{\varphi}_{(\mathrm{B})}\left(f^{(k+1)}, f^{(k)}\right)=\mathbf{0}$. Then by (A.9) we have

$$
\begin{gather*}
\rho\left(f^{(k+1)}\right) \boldsymbol{z}_{(\mathrm{N})}\left(f^{(k+1)}\right)=\boldsymbol{Q}_{(\mathrm{NN})}\left(f^{(k+1)}\right) \cdot \boldsymbol{z}_{(\mathrm{N})}\left(f^{(k+1)}\right)+\boldsymbol{\varphi}_{(\mathrm{N})}\left(f^{(k+1)}, f^{(k)}\right) \\
\Longrightarrow \boldsymbol{z}_{(\mathrm{N})}\left(f^{(k+1)}\right)=\left(\rho\left(f^{(k+1)}\right)\right)^{-1}\left[\boldsymbol{I}-\left(\rho\left(f^{(k+1)}\right)\right)^{-1} \cdot \boldsymbol{Q}_{(\mathrm{NN})}\left(f^{(k+1)}\right)\right]^{-1} . \\
\boldsymbol{\varphi}_{(\mathrm{N})}\left(f^{(k+1)}, f^{(k)}\right)<\mathbf{0} \tag{A.10}
\end{gather*}
$$

and $\boldsymbol{x}\left(f^{(n+1)}\right)<\boldsymbol{x}\left(f^{(n)}\right)$; hence the algorithm cannot cycle.
Since the set $\mathcal{F}$ of decision vectors is finite, Algorithm A terminates in a finite number of steps.
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[^0]:    ${ }^{1}$ Recall that eigenvalues of a (finite) dimensional matrix can be calculated as the roots of the respective a characteristic polynomial being a continuous function of the matrix elements.

[^1]:    ${ }^{2}$ After some algebra we obtain for the right Perron eigenvectors
    If $\gamma<\ln 2$ then $\boldsymbol{x}^{(\gamma)}=\left[\begin{array}{lllllll}0.25 & \frac{17-\mathrm{e}^{2 \gamma}}{\left(1-0.5 \mathrm{e}^{\gamma}\right)\left(9-\mathrm{e}^{2 \gamma}\right)} & 0.25 \frac{17-\mathrm{e}^{2 \gamma}}{\left(1-0.5 \mathrm{e}^{\gamma}\right)\left(9-\mathrm{e}^{2 \gamma}\right)} & \frac{8}{9-\mathrm{e}^{2 \gamma}} & \frac{8}{9-\mathrm{e}^{2 \gamma}} & 1 & 1\end{array}\right]^{\mathrm{T}}$; If $\gamma \in\left(\ln 2, \frac{1}{2} \ln 9\right)$ then $\boldsymbol{x}^{(\gamma)}=\left[\begin{array}{cccccc}1 & 1 & 0 & 0 & 0 & 0\end{array}\right]^{\mathrm{T}}$; If $\gamma \in\left(\frac{1}{2} \ln 9, \ln \left(\frac{5+\sqrt{21}}{2}\right)\right)$ then $\boldsymbol{x}^{(\gamma)}=\left[\begin{array}{cccccc}1 & 1 & 0 & 0 & 0 & 0\end{array}\right]^{\mathrm{T}}$;
    If $\gamma>\ln \left(\frac{5+\sqrt{21}}{2}\right)$ then $\boldsymbol{x}^{(\gamma)}=\left[\begin{array}{llllll}\frac{1}{0.4\left(\mathrm{e}^{2 \gamma}+1\right)-2 \mathrm{e}^{\gamma}} & \frac{1}{0.4\left(\mathrm{e}^{2 \gamma}+1\right)-2 \mathrm{e}^{\gamma}} & 1 & 1 & 0 & 0\end{array}\right]^{\mathrm{T}}$.

