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Haar's Lemma (1918) deals with the algebraic characterization of the inclusion of polyhedral sets. This Lemma has been involved many times in automatic control of linear dynamical systems via positive invariance of polyhedrons. More recently, it has been used to characterize stochastic comparison w.r.t. linear/integral ordering of Markov (reward) chains.

In this paper we develop a state space oriented approach to the control of Discrete Event Systems (DES) based on the remark that most of control constraints of practical interest are naturally expressed as the inclusion of two systems of linear (w.r.t. idempotent semiring or semifield operations) inequalities. Thus, we establish tropical version of Haar's Lemma to obtain the algebraic characterization of such inclusion. As in the linear case this Lemma exhibits the links between two apparently different problems: comparison of DES and control via positive invariance. Our approach to the control differs from the ones based on formal series and is a kind of dual approach of the geometric one recently developed.

Control oriented applications of the main results of the paper are given. One of these applications concerns the study of transportation networks which evolve according to a time table. Although complexity of calculus is discussed the algorithmic implementation needs further work and is beyond the scope of this paper.
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## 1. INTRODUCTION

In 1918, Haar demonstrated the following result which provides an algebraic characterization of the inclusion of two polyhedral sets. For more details see e.g. [20]. Let $\leq_{n}$ denotes the component-wise order or product order on $\mathcal{X}^{n}$ where $(\mathcal{X}, \leq)$ is a poset, i. e. $x \leq_{n} y \stackrel{\text { def }}{\Leftrightarrow} \forall i, x_{i} \leq y_{i}$. Let $(\mathbb{R}, \leq)$ be the naturally ordered set of real numbers, we have.

Result 1. (Lemma of Haar) Let $P$ (resp. $Q$ ) be an $m \times d$ (resp. $m^{\prime} \times d$ ) matrix. Let $p$ (resp. $q$ ) be a $m$ (resp. $m^{\prime}$ ) dimensional column vector. The following assertion

$$
\emptyset \neq\left\{\mathbf{x} \in \mathbb{R}^{d}: P x \leq_{m} p\right\} \subseteq\left\{x \in \mathbb{R}^{d}: Q x \leq_{m^{\prime}} q\right\}
$$

is true if and only if (iff) there exists an $m^{\prime} \times m$ matrix $H$ which entries are nonnegative and such that the following conditions hold:
(i) $Q=H P$,
(ii) $H p \leq_{m^{\prime}} q$.

In the case where $p$ and $q$ are equal to the null vector (i.e. the homogeneous case), Haar's Lemma reduces to Farkas' lemma [16]. A recent reference for such material is [22, p. 58-61]. Recall that Haar's Lemma has been involved many times in automatic control of linear dynamical systems when the constraint domains (state and/or control) are polyhedrons (see e.g. [21, 29]).

From Haar's Lemma, we deduce our main reference result dealing with the inclusion of polyhedrons included in the non-negative orthant.

Result 2. The following assertion

$$
\emptyset \neq\left\{\mathbf{x} \in \mathbb{R}^{d}: P x \leq_{m} p\right\} \cap \mathbb{R}_{+}^{d} \subseteq\left\{x \in \mathbb{R}^{d}: Q x \leq_{m^{\prime}} q\right\} \cap \mathbb{R}_{+}^{d}
$$

is true iff there exists an $m^{\prime} \times m$ matrix $H$ which entries are non-negative and such that the following conditions hold:

$$
\text { (i) } \quad Q \leq H P, \quad \text { (ii) } \quad H p \leq_{m^{\prime}} q \text {. }
$$

Up to a change of operations, it will be noticed that Result 2 is very similar to Corollary 1 (see also Remark 3).

In $[1,2]$ it has been shown that the algebraic characterization of the inclusion of two polyhedral sets provided by Haar's Lemma is the fundamental notion for the characterization of the comparison and the positive invariance of discrete-time Markov (reward) chains in particular and linear systems in general. Here this idea is investigated in the context of the comparison and the control of DES.

The main results of this paper are as follows. In the first part we establish two idempotent forms of Haar's Lemma corresponding to two important idempotent structures, that are complete idempotent semirings and complete idempotent semifields. The second formulation (i.e. Corollary 1) is a specification of the first one (i.e. Theorem 1) and is very similar to Result 2. The proof of the two idempotent forms of Haar's Lemma is based on the residuation theory and therefore stresses the relationship between residuation and duality early noticed by Wagneur (see e.g. [34]) in a very simple way. This relation seems to be very natural in quantales theory or Heyting algebra but not so familiar in the context of DES.

In a second part we study two apparently different problems: (A) the comparison of DES and (B) the control of DES.

A: Comparison of DES. The arguments for the relevance of the development of a theory of the comparison of DES are the same as the ones for comparison of stochastic processes (see e. g. the preface of [28]). One argument is that it is useful to establish comparison between the two systems $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$ respectively defined below by (1) and (2) to obtain tractable calculus for performance criteria of DES keeping control on approximation error made. For further explanations in the context of DES see also [33]. In this paper we study a particular type of comparison called in this paper $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison. The $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison is defined as follows. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be a complete idempotent semiring or complete idempotent semifield (see definitions in Subsection 2.3). Let us now consider the two linear systems over $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ specified by $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$ and respectively defined by:

$$
(d, \otimes, A):\left\{\begin{array}{l}
x(0) \in \mathbb{S}^{d}  \tag{1}\\
x(n)=A \otimes x(n-1), \quad n \geq 1
\end{array}\right.
$$

and

$$
\left(d^{\prime}, \otimes, B\right):\left\{\begin{array}{l}
y(0) \in \mathbb{S}^{d^{\prime}}  \tag{2}\\
y(n)=B \otimes y(n-1), \quad n \geq 1
\end{array}\right.
$$

with $d, d^{\prime} \in \mathbb{N}, \mathbb{N}$ denotes the set of non-negative integers, and $A$ (resp. $B$ ) is a $d \times d$ (resp. $d^{\prime} \times d^{\prime}$ ) matrix. The $i$ th (resp. $i^{\prime}$ th) component of vector $A \otimes x, i=1, \ldots, d$, (resp. $B \otimes y, i^{\prime}=1, \ldots d^{\prime}$ ) is defined by: $\bigoplus_{j=1}^{d} a_{i, j} \otimes x_{j}$ (resp. $\bigoplus_{j^{\prime}=1}^{d^{\prime}} b_{i^{\prime}, j^{\prime}} \otimes y_{j^{\prime}}$ ). Let $\mathbb{K}\left(\right.$ resp. $\left.\mathbb{K}^{\prime}\right)$ be an $m \times d$ (resp. $m \times d^{\prime}$ ) matrix. Now, let us consider the binary relation denoted $\leq_{\mathbb{K}, \mathbb{K}^{\prime}}$ and defined by:

$$
\begin{equation*}
\forall x \in \mathbb{S}^{d}, \forall, y \in \mathbb{S}^{d^{\prime}}: \quad x \leq_{\mathbb{K}, \mathbb{K}^{\prime}} y \stackrel{\text { def }}{\Leftrightarrow} \mathbb{K} \otimes x \leq_{m} \mathbb{K}^{\prime} \otimes y \tag{3}
\end{equation*}
$$

The choice of the matrices $\mathbb{K}$ and $\mathbb{K}^{\prime}$ is generally guided by the nature of the problem (see e.g. the example of Subsection 5.2 and also the discussion in [33, Introduction]). The systems $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$ are said to be $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparable if the following assertion

$$
\begin{equation*}
\forall x(0) \in \mathbb{S}^{d}, \forall y(0) \in \mathbb{S}^{d^{\prime}},\left(x(0) \leq_{\mathbb{K}, \mathbb{K}^{\prime}} y(0) \Rightarrow \forall n \in \mathbb{N}, x(n) \leq_{\mathbb{K}, \mathbb{K}^{\prime}} y(n)\right) \tag{4}
\end{equation*}
$$

is true. Based on Haar's Lemma we characterize the assertion (4). The main results are Theorem 2 (semiring case) and Corollaries 2 and 3 (semifield case). We generalize a pioneer paper on this subject [31], and also [25] and [33]. When the assertion (4, with $d=d^{\prime}$ and $A=B$ ) is true we say that the system $(d, \otimes, A)$ is $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone. The characterization of the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotonicity is given in Theorem 3 and Corollary 4. As mentioned in Remark 4 the Corollary 4 generalizes [30, Theorem 4.2]. Note that when $d=d^{\prime}, \mathbb{K}=\mathbb{K}^{\prime}=I$, where $I$ denotes the identity matrix over $\mathbb{S}, \leq_{\mathbb{K}, \mathbb{K}^{\prime}}$ is reduced to $\leq_{d}$, (4) is true iff $A \leq B$ (entry-wise comparison) and the $(I, I)$-monotonicity is verified by any matrix over $\mathbb{S}$. Monotonicity is of particular importance because part of the results concerning monotonicity will be used to solve some control problems studied in this paper. In the case of complete idempotent semifield we comment on the complexity of the computations involved as follows. The computation of the optimal (in the sense of the entry-wise order between matrices) lower bound, i.e. the matrix $A$ associated to the system (1) only
requires product of the given matrices $\mathbb{K}, \mathbb{K}^{\prime}$ and $B$. The computation of an upper bound, i. e. a matrix $B$ associated with system (2) for given matrices $\mathbb{K}$, $\mathbb{K}^{\prime}$ and $A$, seems to be tractable but mainly depends on the structure of the matrices $\mathbb{K}$ and $\mathbb{K}^{\prime}$. Partial answer to these problems can be found elsewhere in e.g. [33] but a detailed study needs further work. The characterization of a $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone operator for given matrices $\mathbb{K}$ and $\mathbb{K}^{\prime}$ is naturally expressed as a sub-fixed point of a Min-Max type function for which there exist computational algorithms (see e.g. $[11,13,17]$ ) which behave well in practice although no precise information about their complexities is known this time.

B: Control of DES. Our approach to the control of DES is based on a state space representation and positive invariance of some domain. So, it differs from the ones based on transfer series methods [6] which have been successfully applied to solve control problems via positive invariance (see e.g. [26, Chapter 5], [27]). Because transfer series are particular cases of formal series we mention that similar concepts have been developed and applied in language theory (see e.g. [24]). We study a particular case of geometric approach applied to the control of DES which concerns the problem of the algebraically ( $A, B$ )-invariance also known as $(A \oplus$ $B \otimes F)$-invariance of some domain to be defined in the sequel. It seems that the closest referenced work on the subject we study is [23, Section 5]. For a more complete overview of methods we refer the reader to [23, and references therein]. More precisely our problem is formalized as follows. Let us consider the linear system over a complete idempotent semiring or semifield $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ defined by:

$$
\left\{\begin{array}{l}
x(0) \in \mathbb{S}^{d},  \tag{5}\\
x(n)=A \otimes x(n-1) \oplus B \otimes u(n), \quad \forall n \geq 1 \\
u(n)=F \otimes x(n-1)
\end{array}\right.
$$

with $A$ a $d \times d$ matrix, $B$ a $d \times m$ matrix, and $F$ is an $m \times d$ matrix to be determined. Any $F$ is called a linear feedback. Note that (5) can be rewritten as the resulting closed loop system:

$$
\left\{\begin{array}{l}
x(0) \in \mathbb{S}^{d},  \tag{6}\\
x(n)=\Omega \otimes x(n-1)
\end{array}\right.
$$

with $\Omega:=A \oplus B \otimes F$.
We study two kind of domains. The first one is inspired by [7, Sections 3 and 4] which is related to the viability theory [5]. We study the property that the entire state trajectory for all possible trajectories of the closed loop system (5) is kept in a given domain called target tube modelled by a series of subsets of $\mathbb{S}^{d}\left(\mathcal{T}_{n}\right)_{n \in \mathbb{T}}$, $\mathbb{T}=\{0,1,2, \ldots\} \subseteq \mathbb{N}$. It means that we require the following assertion:

$$
\begin{equation*}
\forall n \in \mathbb{T} \backslash\{0\}, \forall x \in \mathbb{S}^{d},\left(x \in \mathcal{T}_{n-1} \Rightarrow \Omega \otimes x \in \mathcal{T}_{n}\right) \tag{7}
\end{equation*}
$$

to be true. When the sets $\mathcal{T}_{n}$ are idempotent polyhedral sets (as defined by (11)) the results are as follows. We derive necessary and sufficient condition for the existence of the optimal linear feedback such that (7) is true (see Theorem 4). For finite target tube of idempotent polyhedral sets the computation of $F$ can be done in polynomial
time. When $\mathbb{T}=\mathbb{N}$ we only give a partial answer to the problem of computation in Proposition 3 of Section 5. But this problem needs further work.

The second kind of domains concerns the idempotent semimodules of the form:

$$
\begin{equation*}
\mathcal{S}_{G, G^{\prime}} \stackrel{\text { def }}{=}\left\{x \in \mathbb{S}^{d}: G \otimes x \leq_{m} G^{\prime} \otimes x\right\} \tag{8}
\end{equation*}
$$

with $G$ and $G^{\prime} m \times d$ matrices. The approach of the control is based on the ( $\Omega:=$ $A \oplus B \otimes F)$-invariance of the semimodule $\mathcal{S}_{G, G^{\prime}}$. Note that the $\Omega$-invariance of a domain $\mathcal{V} \subseteq \mathbb{S}^{d}$ corresponds to ( 7 , with $\mathbb{T}=\mathbb{N}, \forall n \in \mathbb{T}, \mathcal{T}_{n}=\mathcal{V}$ ), i. e.:

$$
\begin{equation*}
\mathcal{V} \text { is } \Omega \text {-invariant } \stackrel{\text { def }}{\Leftrightarrow}\left(\forall x \in \mathbb{S}^{d},(x \in \mathcal{V} \Rightarrow \Omega \otimes x \in \mathcal{V})\right) . \tag{9}
\end{equation*}
$$

This kind of domains is involved when the constraints that the controlled system $(d, \otimes, \Omega)$ must satisfy are of the form:

$$
\begin{equation*}
\forall n \in \mathbb{N}, G \otimes x(n) \leq_{m} G^{\prime} \otimes x(n) \tag{10}
\end{equation*}
$$

We remark that the ( $G, G^{\prime}$ )-monotonicity of $\Omega$ implies the $\Omega$-invariance of $\mathcal{S}_{G, G^{\prime}}$ (see Proposition 2). Thus, if $G \otimes x(0) \leq_{m} G^{\prime} \otimes x(0)$ and $\Omega$ is ( $G, G^{\prime}$ )-monotone then (10) is true. This latter argument proves Theorem 5 and Corollary 5 which provide sufficient condition for the existence of a linear feedback. The computation of such feedback over idempotent semifield is naturally expressed as a sub-fixed point of a Min-Max type function and previous remarks apply for computational algorithms. Let us note that in this paper the conditions that the idempotent structure must satisfy are weaker than the one of [23] and [18] which imposed sufficient condition on $\mathbb{S}$ for semimodules defined on $\mathbb{S}$ to be finitely generated or rational and then derive necessary and sufficient condition for $(A, B)$-invariance. Although the $(A, B)$-invariance is a more general approach to the control than the $(A \oplus B \otimes F)$-invariance (which directly concerns our work) the restrictions on the underlying algebraic structure $\mathbb{S}$ are still required for the control via $(A \oplus B \otimes F)$-invariance in [23]. The theoretical results based on monotonicity are applied to the study of transportation networks which evolve according to a time table. The numerical example is borrowed from [23, Section 6] which corresponds to the particular case: $G:=\mathbb{K} \otimes \Omega$ and $G^{\prime}:=I$. In fact the author in [23, Section 5] studies the problem of the existence and the computation of a maximal algebraically $(A, B)$-invariant semimodule of the form $\operatorname{Im}(Q)$ which denotes the set of all linear combinations of the columns of $Q$, where $Q$ is a given matrix with a finite number of columns. When $G^{\prime}=I$ we have $\mathcal{S}_{G, I}=\operatorname{Im}\left(G^{*}\right)$, where $G^{*} \stackrel{\text { def }}{=} I \oplus G \oplus G^{\otimes 2} \oplus \cdots \oplus G^{\otimes n} \oplus \cdots$, if exists. Where $G^{\otimes n} \stackrel{\text { def }}{=} G \otimes \ldots \otimes G$ ( $n$-fold) if $n \geq 1$, and $I$ if $n=0$. Thus, our approach could be considered as a kind of dual approach of the one developed in [23]. A numerical example on network transportation illustrates this discussion in Subsection 5.2.

This paper is organized as follows. In Section 2, we introduce the main notations used in this paper and we present the main definitions and concepts concerning idempotent algebra. Our main references are ( $[6,8,19]$ ). In Section 3, we prove two idempotent versions of Haar's Lemma over complete idempotent semirings and complete idempotent semifields. In Section 4, we apply Haar's Lemma in Subsection 4.1
to characterize the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison of DES. Characterization of monotonicity of idempotent operator is also derived in Subsection 4.2 as a particular case of comparison. In the Subsection 4.3 we study the existence and the computation of a linear feedback (possibly optimal) such that the resulting closed loop system has its entire trajectory in a specified domain for all or a part of the trajectories of the closed loop system. We illustrate theoretical results of the paper in Section 5. Finally, let us mention that the numerical computations are done by hand and that the implementation of the algorithms needs further work which is beyond the scope of this paper. It is also expected that the algorithms provide more accurate numerical results.

## 2. PRELIMINARIES

In this section we introduce the notations and definitions used throughout the paper and we recall basic statements on max-plus algebra and residuation theory needed in the paper. More details can be found in e.g. ([6, 8] and [19]).

### 2.1. Notations and definitions

- Recall that $\leq_{n}$ denotes the component-wise order or product order on $\mathcal{X}^{n}$ where $(\mathcal{X}, \leq)$ is a poset (i. e. $\left.x \leq_{n} y \stackrel{\text { def }}{\Leftrightarrow} \forall i, x_{i} \leq y_{i}\right)$.
- All vectors are column vectors.
- The set of $(m \times d)$-dimensional matrices with entries in a semiring or semifield $\mathbb{S}$ will be denoted by $\mathcal{M}_{m, d}(\mathbb{S})$.
- For all matrix $A, a_{i, j}, a_{l, \text {. }}$ and $a_{\cdot, k}$ respectively denote the entry $(i, j)$, the $l$ th row and the $k$ th column of $A$.
- If $A, B \in \mathcal{M}_{m, n}(\mathbb{S})$ then $A \leq B$ denotes the entry-wise comparison of the matrices $A$ and $B$.
- Let $P \in \mathcal{M}_{m, d}(\mathbb{S})$ and $p$ be an $m$-dimensional vector. The set $\mathcal{P}(P, p)$ associated with $(P, p)$ is defined by:

$$
\begin{equation*}
\mathcal{P}(P, p) \stackrel{\text { def }}{=}\left\{x \in \mathbb{S}^{d}: P \otimes x \leq_{m} p\right\} \tag{11}
\end{equation*}
$$

In the usual linear algebra, $\mathcal{P}(P, p)$ is called a polyhedral set.

### 2.2. Ordered sets and elements of residuation theory

Let $(\Omega, \leq)$ be a partially ordered set. ( $\Omega, \leq$ ) is a sup semilattice (resp. inf semilattice) iff any set $\left\{\omega_{1}, \omega_{2}\right\} \subset \Omega$ has a supremum $\bigvee\left\{\omega_{1}, \omega_{2}\right\}$ (resp. an infimum $\bigwedge\left\{\omega_{1}, \omega_{2}\right\}$ ). $(\Omega, \leq)$ is a lattice iff $(\Omega, \leq)$ is a sup and inf semilattice. ( $\Omega, \leq$ ) is complete iff any set $A \subset \Omega$ has a supremum $\bigvee A$. A complete ordered set is also a complete lattice because $\bigwedge A \stackrel{\text { def }}{=} \bigvee\{\omega \in \Omega: \forall a \in A, \omega \leq a\}$. A lattice is distributive iff $\wedge$ and $\vee$ are distributive with respect to (w.r.t.) one another.

A map $f:(\Omega, \leq) \rightarrow\left(\Omega^{\prime}, \preceq\right)$, where $(\Omega, \leq)$ and $\left(\Omega^{\prime}, \preceq\right)$ are two ordered sets, is $(\leq, \preceq)$-monotone if it is a compatible morphism with respect to $\leq$ and $\preceq$. The map $f:(\Omega, \leq) \rightarrow\left(\Omega^{\prime}, \preceq\right)$ is residuated iff there exists a map $f^{\natural}:\left(\Omega^{\prime}, \preceq\right) \rightarrow(\Omega, \leq)$ such
that: $\forall \omega \in \Omega, \forall \omega^{\prime} \in \Omega^{\prime}, f(\omega) \preceq \omega^{\prime} \Leftrightarrow \omega \leq f^{\natural}\left(\omega^{\prime}\right)$. This map can be defined as follows: $\quad f^{\natural}(\cdot) \stackrel{\text { def }}{=} \bigvee\{\omega \in \Omega: f(\omega) \leq \cdot\}$.

A monotone map $f:(\Omega, \leq) \rightarrow\left(\Omega^{\prime}, \preceq\right)$, where $(\Omega, \leq)$ and $\left(\Omega^{\prime}, \preceq\right)$ are complete sets, is said to be continuous iff $\forall A \subset \Omega, f\left(\bigvee_{\leq} A\right)=\bigvee_{\preceq} f(A), \bigvee_{\leq}\left(\right.$resp. $\left.\bigvee_{\preceq}\right)$ denotes the supremum w.r.t. $\leq$ (resp. $\preceq) ; f(A) \stackrel{\text { def }}{=}\{f(a): a \in A\}$. The following result (see e.g. [8, Th. 5.2] or [6, Th. 4.50]) provides a characterization for a residuable function over two complete ordered sets.

Result 3. Let $(\Omega, \leq)$ and $\left(\Omega^{\prime}, \preceq\right)$ two complete sets. A map $f:(\Omega, \leq) \rightarrow\left(\Omega^{\prime}, \preceq\right)$ is residuated iff $f$ is continuous and $f(\bigwedge \Omega)=\bigwedge \Omega^{\prime}$.

### 2.3. Basic algebraic structures

For any set $\mathbb{S},(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a semiring if $(\mathbb{S}, \oplus, \varepsilon)$ is a commutative monoid, $(\mathbb{S}, \otimes, e)$ is a monoid, $\otimes$ distributes over $\oplus$, the neutral element $\varepsilon$ for $\oplus$ is also absorbing element for $\otimes$, i. e. $\forall a \in \mathbb{S}, \varepsilon \otimes a=a \otimes \varepsilon=\varepsilon$, and $e$ is the neutral element for $\otimes$.
$(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is an idempotent semiring (called also dioid) if $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a semiring, the internal law $\oplus$ is idempotent, i. e. $\forall a \in \mathbb{S}, a \oplus a=a$. If ( $\mathbb{S}, \otimes, e$ ) is a commutative monoid, then the idempotent semiring $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is said to be commutative.
$(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a an idempotent semifield if $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is an idempotent semiring and $(\mathbb{S} \backslash\{\varepsilon\}, \otimes, e)$ is a group, i. e. $(\mathbb{S} \backslash\{\varepsilon\}, \otimes, e)$ is a monoid such that all its elements are invertible $\left(\forall a \in \mathbb{S} \backslash\{\varepsilon\}, \exists a^{\otimes-1}: a \otimes a^{\otimes-1}=a^{\otimes-1} \otimes a=e\right)$. Also if $(\mathbb{S} \backslash\{\varepsilon\}, \otimes, e)$ is a commutative monoid, then the idempotent semifield $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is said to be commutative.

Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be an idempotent semiring. Each element of $\mathbb{S}^{n}$ is a $n$-dimensional column vector. We equip $\mathbb{S}^{n}$ with the two laws $\oplus$ and $\cdot$ as follows: $\forall x, y \in$ $\mathbb{S}^{n}, \quad(x \oplus y)_{i}=x_{i} \oplus y_{i}, \forall s \in \mathbb{S}, \quad(s \cdot x)_{i} \stackrel{\text { not. }}{=}(s \otimes x)_{i} \stackrel{\text { def }}{=} s \otimes x_{i}, \quad i=1, \ldots, n$. The addition $\oplus$ and the multiplication $\otimes$ are naturally extended to matrices with compatible dimension. Any $n \times p$ matrix $A$ is associated with a $(\oplus, \otimes)$-linear map $A: \mathbb{S}^{p} \rightarrow \mathbb{S}^{n}$. The $(i, j)$ entry, the $l$ th row-vector and the $k$ th column-vector of matrix $A$, are respectively denoted $a_{i, j}, a_{l, .}$ and $a_{\cdot, k}$. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be an idempotent semiring or an idempotent semifield, then $(\mathbb{S}, \oplus, \varepsilon)$ is an idempotent monoid, which can be equipped with the natural order relation $\leq$ defined by:

$$
\begin{equation*}
\forall a, b \in \mathbb{S}, a \leq b \stackrel{\text { def }}{\Leftrightarrow} a \oplus b=b \tag{12}
\end{equation*}
$$

We say that $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is complete if it is complete as a naturally ordered set and if the respective left and right multiplications, $\lambda_{a}, \rho_{a}: \mathbb{S} \rightarrow \mathbb{S}, \lambda_{a}(x)=a \otimes x$, $\rho_{a}(x)=x \otimes a$ are continuous for all $a \in \mathbb{S}$. In such case we adopt the following notations for all $a, b \in \mathbb{S}$ :

$$
\begin{aligned}
& \lambda_{a}^{\natural}(b) \stackrel{\text { not. }}{=} a \backslash b \stackrel{\text { def }}{=} \bigvee\{x \in \mathbb{S}: a \otimes x \leq b\}, \\
& \rho_{a}^{\natural}(b) \stackrel{\text { not. }}{=} b / a \stackrel{\text { def }}{=} \bigvee\{x \in \mathbb{S}: x \otimes a \leq b\}
\end{aligned}
$$

A typical example of complete dioid is the top completion of an idempotent semifield. Let us note that if $a \in \mathbb{S}$ is invertible then: $a \backslash b=a^{\otimes-1} \otimes b$ and $b / a=$ $b \otimes a^{\otimes-1}$. And if $\otimes$ is commutative then: $a \backslash b=b / a \stackrel{\text { not. }}{=} \frac{a}{b}$. Let us note also that as $\mathbb{S}$ is complete it possesses a top element $\bigvee \mathbb{S} \stackrel{\text { not. }}{=} T$. We have by convention the following identities:

$$
\begin{equation*}
\varepsilon \otimes \top=\top \otimes \varepsilon=\varepsilon, \quad \text { and } \forall a \in \mathbb{S}, a \oplus \top=\top, a \wedge \top=\top \wedge a=a \tag{13}
\end{equation*}
$$

We suppose besides that (for a discussion to this topic, see e.g. ([6, pp. 163-164]):

$$
\begin{equation*}
\forall a \neq \varepsilon, a \otimes \top=\top \otimes a=\top . \tag{14}
\end{equation*}
$$

By definition of / (idem for $\backslash$ ) and properties of $T, \varepsilon$ and of [14] we have for all $a \in \mathbb{S}$ :

$$
\begin{gather*}
a / \varepsilon=\top, \top / a=\top,  \tag{15}\\
a / \top=\left\{\begin{array}{cc}
\varepsilon & \text { if } a \neq \top \\
\top & \text { if } a=\top
\end{array} \quad \varepsilon / a= \begin{cases}\varepsilon & \text { if } a \neq \varepsilon \\
\top & \text { if } a=\varepsilon\end{cases} \right. \tag{16}
\end{gather*}
$$

We mention below (Table 1) the list of remarkable identities of the operator / (similar relations for $\backslash$ ) that will serve us thereafter. The left column gives valid formulas for idempotent semirings (see [6, p. 183]) and the right column valid formulas for idempotent semifields whose elements possess the reflexive property in the sense of ([12, Section 4.3]).

Table 1. Formulas using the division /.

|  | semiring | semifield |  |
| :---: | :---: | :---: | :---: |
| (e.1) | $x /(a \oplus b)=x / a \wedge x / b$ | $x /(a \oplus b)=x / a \wedge x / b$ | (f.1) |
| $(\mathrm{e} .2)$ | $x /(a \wedge b) \geq x / a \oplus x / b$ | $x /(a \wedge b)=x / a \oplus x / b$ | (f.2) |
| $(\mathrm{e} .3)$ | $(x \oplus y) / a \geq x / a \oplus y / a$ | $(x \oplus y) / a=x / a \oplus y / a$ | (f.3) |
| $(\mathrm{e} .4)$ | $(x \otimes a) / a \geq x$ | $(x \otimes a) / a \geq x$ | (f.4) |

The operations $/, \backslash$ are extended to matrices and vectors with compatible dimensions assuming that all the elements of these matrices and vectors are in a complete set $\mathbb{S}$ :

$$
\begin{gather*}
(A \backslash y)_{i}=\wedge_{j}\left(a_{j, i} \backslash y_{j}\right) ;  \tag{17}\\
(A \backslash B)_{i, j} \stackrel{\text { def }}{=}(\bigvee\{X: A \otimes X \leq B\})_{i, j}=\wedge_{k}\left(a_{k, i} \backslash b_{k, j}\right) ;  \tag{18}\\
(D / C)_{i, j} \stackrel{\text { def }}{=}(\bigvee\{X: X \otimes C \leq D\})_{i, j}=\wedge_{l}\left(d_{i, l} / c_{j, l}\right)  \tag{19}\\
A \backslash B / C \stackrel{\text { def }}{=} \bigvee\{X: A \otimes X \otimes C \leq B\}=A \backslash(B / C)=(A \backslash B) / C \tag{20}
\end{gather*}
$$

with $\leq$ denoting the entry-wise comparison of matrices.

## 3. IDEMPOTENT VERSIONS OF HAAR'S LEMMA

In this section we present two idempotent versions of Haar's Lemma (cf. Result 1). The first version (cf. Theorem 1) is given for complete idempotent semirings. This version is more general than the second version (cf. Corollary 1) that is valid for complete idempotent semifields. We will note that this second version is very similar to the initial form of Haar's Lemma, that was formulated in the usual linear algebra (cf. Result 2).

Theorem 1. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be a complete idempotent semiring and $P, Q \in$ $\mathcal{M}_{m, d}(\mathbb{S})$. Let $p, q$ two $m$-dimensional vectors. The following assertion

$$
\mathcal{P}(P, p) \subseteq \mathcal{P}(Q, q)
$$

is true iff

$$
\begin{equation*}
Q \leq q /(P \backslash p) \tag{21}
\end{equation*}
$$

Proof. We proceed by logical equivalence.
The assertion $\mathcal{P}(P, p) \subseteq \mathcal{P}(Q, q)$ can be rewritten as follows:

$$
\forall x \in \mathbb{S}^{d},\left(P \otimes x \leq_{m} p \Rightarrow Q \otimes x \leq_{m} q\right)
$$

which is equivalent to by definition of $\backslash$ :

$$
\forall x \in \mathbb{S}^{d},\left(x \leq_{d} P \backslash p \Rightarrow Q \otimes x \leq_{m} q\right)
$$

Because $\otimes$ is non-decreasing the implication above is true iff $Q \otimes(P \backslash p) \leq_{m} q$. And by definition of / this last inequality is equivalent to $Q \leq q /(P \backslash p)$ which proves the result.

Before expressing the version of Haar's Lemma for complete idempotent semifields we need the following result. For any vector $v$ we define the following sets:

$$
\begin{equation*}
\operatorname{supp}(v)=\left\{l: v_{l} \neq \varepsilon\right\}, T_{v}=\left\{l: v_{l} \neq \top\right\} \tag{22}
\end{equation*}
$$

We adopt the following convention:

$$
\begin{equation*}
\bigwedge_{\emptyset}=\top, \bigoplus_{\emptyset}=\varepsilon . \tag{23}
\end{equation*}
$$

The set $\bar{\xi}$ denotes the complementary set of $\xi$.
Lemma 1. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be a complete idempotent semifield. Let $A \in \mathcal{M}_{m, d}(\mathbb{S})$, $b, g \in \mathbb{S}^{m}$, and assume that the two following conditions hold:

$$
\begin{aligned}
& \left(H_{0}\right): \quad \forall j \in\{1, \ldots, d\}, \operatorname{supp}\left(a_{\cdot, j}\right) \neq \emptyset(A \text { have no null columns }), \\
& \left(H_{1}\right): \quad \forall j \in\{1, \ldots, d\}, \overline{\operatorname{supp}(b)} \cap \overline{T_{a \cdot, j}}=\emptyset
\end{aligned}
$$

Then we have:

$$
\begin{equation*}
b /(A \backslash g)=(b / g) \otimes A \tag{24}
\end{equation*}
$$

Proof. We first calculate every term of the equality (24), using equations (18) and (19).

Define $L_{j}=\operatorname{supp}\left(a_{\cdot, j}\right) \cap T_{g}$. For all $i, j$, we have:

$$
\begin{aligned}
(b /(A \backslash g))_{i, j} & =b_{i} /\left(\wedge_{l=1}^{m}\left(a_{l, j} \backslash g_{l}\right)\right) \\
& \left.=b_{i} /\left(\wedge_{l \in L_{j}}\left(a_{l, j} \backslash g_{l}\right)\right) \quad \text { (properties of } \top \text { and } \wedge,(13)\right) .
\end{aligned}
$$

In the same way, using of the sets $L_{j}$ and $\overline{L_{j}}$, we obtain:

$$
((b / g) \otimes A)_{i, j}=\oplus_{l \in L_{j}}\left(\left(b_{i} / g_{l}\right) \otimes a_{l, j}\right) \oplus\left(\oplus_{l \in \overline{L_{j}}}\left(\left(b_{i} / g_{l}\right) \otimes a_{l, j}\right)\right)
$$

$1^{\text {st }}$ case: $L_{j}=\emptyset$, i. e. $\forall l=1, \ldots, m, g_{l}=\top$ or $a_{l, j}=\varepsilon$.
In this case, using (16), we have on the one hand:

$$
(b /(A \backslash g))_{i, j}=b_{i} / \top= \begin{cases}\top & \text { if } b_{i}=\top \\ \varepsilon & \text { if } b_{i} \neq \top .\end{cases}
$$

On the other hand, we remark that: if $b_{i} \neq \top$ then $\forall l \in \overline{L_{j}},\left(b_{i} / g_{l}\right) \otimes a_{l, j}=\varepsilon$, and if $b_{i}=\top$ then $\left(H_{0}\right)$ implies $\exists l,\left(b_{i} / g_{l}\right) \otimes a_{l, j}=\top$. According to these remarks we have:

$$
((b / g) \otimes A)_{i, j}=\oplus_{l \in \overline{L_{j}}}\left(\left(b_{i} / g_{l}\right) \otimes a_{l, j}\right)=\left\{\begin{array}{ll}
\top & \text { if } b_{i}=\top \\
\varepsilon & \text { if } b_{i} \neq \top
\end{array},\right.
$$

and the assertion is verified.
$\underline{2^{\text {nd }} \text { case: }} L_{j} \neq \emptyset$ and $\left(\forall l \in L_{j}, g_{l} \neq \varepsilon\right.$ and $\left.a_{l, j} \neq \top\right)$.
In this case $\forall l \in L_{j}, a_{l, j}$ and $g_{l}$ are invertible and we have:

$$
\begin{aligned}
(b /(A \backslash g))_{i, j} & =b_{i} /\left(\wedge_{l \in L_{j}}\left(a_{l, j} \backslash g_{l}\right)\right) \\
& =\oplus_{l \in L_{j}}\left(b_{i} /\left(a_{l, j} \backslash g_{l}\right)\right) \quad(\text { by }(\text { f.2 })) \\
& =\oplus_{l \in L_{j}} b_{i} \otimes\left(a_{l,-}^{\otimes-1} \otimes g_{l}\right)^{\otimes-1} \\
& =\oplus_{l \in L_{j}} b_{i} \otimes g_{l}^{\otimes-1} \otimes a_{l, j} \\
& =\oplus_{l \in L_{j}}\left(\left(b_{i} / g_{l}\right) \otimes a_{l, j}\right) \\
& =((b / g) \otimes A)_{i, j} .
\end{aligned}
$$

3 ${ }^{\text {rd }}$ case: $L_{j} \neq \emptyset$ and $\left(\exists l \in L_{j}, g_{l}=\varepsilon\right.$ or $\left.a_{l, j}=\top\right)$.
In this case, either we have: $\exists l \in L_{j}, g_{l}=\varepsilon$ and $a_{l, j}=\top$ and in this case according to (13), (14), (15), (16), for all $b_{i} \in \mathbb{S},(b /(A \backslash g))_{i, j}=\top$ and $((b / g) \otimes A)_{i, j}=$ $\top$ hence the equality holds. Or, we have: $\exists l \in L_{j}, g_{l} \neq \varepsilon$ and $a_{l, j}=\top$. According to $\left(H_{1}\right)$ then $b_{i} \neq \varepsilon$ and we have: $(b /(A \backslash g))_{i, j}=\top=((b / g) \otimes A)_{i, j}$.

In any case the equality between the two terms of the assertion (24) is verified for all $i, j$, therefore the result is proved.

Now we are able to express the following corollary.

Corollary 1. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be a complete idempotent semifield.
Let $P, Q \in \mathcal{M}_{m, d}(\mathbb{S})$. Let $p$ and $q$ be two $m$-dimensional vectors. We assume that the hypotheses $\left(H_{0}\right)$ and $\left(H_{1}\right)$ of Lemma 1 are verified for $P, p$ and $q$. The assertion

$$
\mathcal{P}(P, p) \subseteq \mathcal{P}(Q, q)
$$

is true iff

$$
\begin{equation*}
\exists H \in \mathcal{M}_{m, m}(\mathbb{S}), \quad \text { (i) } Q \leq H \otimes P, \quad \text { (ii) } H \otimes p \leq_{m} q \tag{25}
\end{equation*}
$$

Proof. (Necessity.) As a complete idempotent semifield is a particular case of complete idempotent semiring, Theorem 1 can be applied. Using Lemma 1, the term $q /(P \backslash p))$ on the right hand of the equation (21) is equal to $((q / p) \otimes P)$, then (21) becomes: $\quad Q \leq(q / p) \otimes P$.
It is sufficient to take $H=q / p$. By definition of / it is clear that the condition (ii) of the corollary holds true, and from (26) it is trivial to check that (i) is also satisfied. (Sufficiency.) Obvious.

Remark 1. Let us note that the form of this result is very close to the form of Result 2. This is due to the fact that all elements of a semifield or a semiring are positive w.r.t. the natural order defined by (12).

## 4. APPLICATIONS OF IDEMPOTENT VERSIONS OF HAAR'S LEMMA

The main aim of this section is to show as indicated in the introduction that the two idempotent versions of Haar's Lemma over the two complete idempotent structures (semiring and semifield) play a central role in two different problems. The first one is the characterization of the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison of DES which is mainly motivated by obtaining models for which performance evaluation is simpler. The second one is the control of DES using the properties of positive invariance of some domains to be specified. Control of DES based on positive invariance of transfer series has been successfully applied in e. g. [26] and [27]. Positive invariance has also been used as a corollary of the geometric approach developed in [23]. Here, we explore a third way. We also mention a fourth way which is being explored. It is inspired by the second method of Lyapunov (see [3, 4] and generalized a previous work (see [32]).

## 4.1. $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison of discrete event systems

Consider now the two linear systems $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$ over a complete idempotent semiring or a complete idempotent semifield ( $\mathbb{S}, \oplus, \otimes, \varepsilon, e$ ) respectively defined by (1) and (2). In this subsection, we use the two idempotent versions of Haar's Lemma to give necessary and sufficient conditions for the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison of these two linear systems.

We assume that the matrices $\mathbb{K} \in \mathcal{M}_{m, d}(\mathbb{S} \backslash\{T\})$ and $\mathbb{K}^{\prime} \in \mathcal{M}_{m, d^{\prime}}(\mathbb{S} \backslash\{T\})$ have no null columns and matrix $\mathbb{K}^{\prime}$ has no null rows. In this case the hypotheses $\left(H_{0}\right)$ and $\left(H_{1}\right)$ of Lemma 1 are verified.

Noticing that the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$ comparison (4) of systems $(d, \otimes, A)$ and $(d, \otimes, A)$ is equivalent to:

$$
\begin{equation*}
\forall x \in \mathbb{S}^{d}, \forall y \in \mathbb{S}^{d^{\prime}}: x \leq_{\mathbb{K}, \mathbb{K}^{\prime}} y \Rightarrow A \otimes x \leq_{\mathbb{K}, \mathbb{K}^{\prime}} B \otimes y \tag{27}
\end{equation*}
$$

we have the following theorem.

Theorem 2. (NSC of ( $\left.\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison) The two systems $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$ respectively defined by (1) and (2) over a complete idempotent semiring $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ are ( $\mathbb{K}, \mathbb{K}^{\prime}$ )-comparable iff the following condition holds:

$$
\begin{equation*}
\forall y \in \mathbb{S}^{d^{\prime}}: \mathbb{K} \otimes A \leq\left(\mathbb{K}^{\prime} \otimes B \otimes y\right) /\left(\mathbb{K} \backslash\left(\mathbb{K}^{\prime} \otimes y\right)\right) \tag{28}
\end{equation*}
$$

Proof. By definition of the ( $\mathbb{K}, \mathbb{K}^{\prime}$ )-comparison (3), the assertion (27) can be rewritten as follows:

$$
\forall x \in \mathbb{S}^{d}, \forall y \in \mathbb{S}^{d^{\prime}}: \mathbb{K} \otimes x \leq_{m} \mathbb{K}^{\prime} \otimes y \Rightarrow \mathbb{K} \otimes A \otimes x \leq_{m} \mathbb{K}^{\prime} \otimes B \otimes y
$$

which is equivalent to:

$$
\forall y \in \mathbb{S}^{d^{\prime}}: \mathcal{P}\left(\mathbb{K}, \mathbb{K}^{\prime} \otimes y\right) \subseteq \mathcal{P}\left(\mathbb{K} \otimes A, \mathbb{K}^{\prime} \otimes B \otimes y\right)
$$

Applying the first idempotent version of Haar's Lemma (cf. Theorem 1) with

$$
\left\{\begin{array}{l}
P:=\mathbb{K}, \quad p:=\mathbb{K}^{\prime} \otimes y \\
Q:=\mathbb{K} \otimes A, \quad q:=\mathbb{K}^{\prime} \otimes B \otimes y
\end{array}\right.
$$

this last assertion is true iff

$$
\forall y \in \mathbb{S}^{d^{\prime}}: \mathbb{K} \otimes A \leq\left(\mathbb{K}^{\prime} \otimes B \otimes y\right) /\left(\mathbb{K} \backslash\left(\mathbb{K}^{\prime} \otimes y\right)\right)
$$

In the specific case of complete idempotent semifield, we get the following corollary.

Corollary 2. Let $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$ be the two systems defined by (1) and (2), respectively, and assume that $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a complete idempotent semifield. Then, the two systems are $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparable iff

$$
\begin{equation*}
\forall y \in \mathbb{S}^{d^{\prime}}: \mathbb{K} \otimes A \leq\left(\mathbb{K}^{\prime} \otimes B \otimes y / \mathbb{K}^{\prime} \otimes y\right) \otimes \mathbb{K} \tag{29}
\end{equation*}
$$

Proof. As a complete idempotent semifield is a particular case of complete idempotent semiring, Theorem 2 can be applied, hence (28) holds. The result is then obtained thanks to Lemma 1.

A second characterization for the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison of linear systems over a complete idempotent semifield can be deduced from the following lemma.

Lemma 2. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ be a complete idempotent semifield and $D, C \in$ $\mathcal{M}_{m, d^{\prime}}(\mathbb{S})$. The following equality holds true:

$$
\begin{equation*}
\bigwedge_{y \in \mathbb{S}^{d^{\prime}}}((D \otimes y) /(C \otimes y))=D / C \tag{30}
\end{equation*}
$$

Proof. For all $i, j$ we have $(D / C)_{i, j}=\wedge_{l=1}^{d^{\prime}}\left(d_{i, l} / c_{j, l}\right)$. Now we focus our attention on $((D \otimes y) /(C \otimes y))_{i, j}$. And

$$
\begin{align*}
((D \otimes y) /(C \otimes y))_{i, j} & =\left(d_{i, \cdot} \otimes y\right) /\left(c_{j, \cdot} \otimes y\right) \\
& =\left(d_{i, .} \otimes y\right) /\left(\oplus_{l=1}^{d^{\prime}}\left(c_{j, l} \otimes y_{l}\right)\right) \\
& =\wedge_{l=1}^{d^{\prime}}\left(d_{i, \cdot} \otimes y\right) /\left(c_{j, l} \otimes y_{l}\right) . \tag{f.2}
\end{align*}
$$

For all $l$ we have:

$$
\begin{aligned}
\left(d_{i, \cdot} \otimes y\right) /\left(c_{j, l} \otimes y_{l}\right) & =\oplus_{k}\left(d_{i, k} \otimes y_{k}\right) /\left(c_{j, l} \otimes y_{l}\right) \\
& \geq\left(d_{i, l} \otimes y_{l}\right) /\left(c_{j, l} \otimes y_{l}\right)
\end{aligned}
$$

Since $\otimes$ is associative, we notice that for all index $l$ we have:

$$
\left(\left(\left(d_{i, l} \otimes y_{l}\right) / y_{l}\right) / c_{j, l}\right) \otimes c_{j, l} \otimes y_{l} \leq d_{i, l} \otimes y_{l}
$$

Therefore:

$$
\forall l:\left(d_{i, l} \otimes y_{l}\right) /\left(c_{j, l} \otimes y_{l}\right) \geq\left(\left(d_{i, l} \otimes y_{l}\right) / y_{l}\right) / c_{j, l}
$$

Since $(f .4):\left(d_{i, l} \otimes y_{l}\right) / y_{l} \geq d_{i, l}$, and since $x \mapsto x / c_{j, l}$ is increasing $\forall l$, then

$$
\left(d_{i, l} \otimes y_{l}\right) /\left(c_{j, l} \otimes y_{l}\right) \geq\left(d_{i, l} / c_{j, l}\right)
$$

It remains to show that for all $i, j$, we can find a vector which reaches $(D / C)_{i, j}$. Since $\left\{1, \ldots, d^{\prime}\right\}$ is a finite set, $\exists l^{*}:(D / C)_{i, j}=d_{i, l^{*}} / c_{j, l^{*}}$. In this case we take $y^{*} \in \mathbb{S}^{d^{\prime}}$ defined by:

$$
y^{*} \in \mathbb{S}^{d^{\prime}}:\left\{\begin{array}{l}
y_{l}^{*}=e \text { if } l=l^{*} \\
y_{l}^{*}=\varepsilon \text { otherwise }
\end{array}\right.
$$

Then it is easy to check that:

$$
\left(\left(D \otimes y^{*}\right) /\left(C \otimes y^{*}\right)\right)_{i, j}=d_{i, l^{*}} / c_{j, l^{*}}
$$

From Lemma 2 we deduce an algebraic characterization of the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison of linear systems over a complete idempotent semifields as follows.

Corollary 3. Let $(d, \otimes, A)$ and $(d, \otimes, B)$ be the two systems respectively defined by (1) and (2) over a complete idempotent semifield $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$. A characterization of the $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-comparison is

$$
\begin{equation*}
\mathbb{K} \otimes A \leq\left(\left(\mathbb{K}^{\prime} \otimes B\right) / \mathbb{K}^{\prime}\right) \otimes \mathbb{K} \tag{31}
\end{equation*}
$$

Proof. Thanks to Corollary 4.1, the assertion (29) is equivalent to:

$$
\begin{aligned}
& \mathbb{K} \otimes A \leq \bigwedge_{y \in \mathbb{S}^{d^{\prime}}}\left[\left(\left(\mathbb{K}^{\prime} \otimes B \otimes y\right) /\left(\mathbb{K}^{\prime} \otimes y\right)\right) \otimes \mathbb{K}\right] \\
= & {\left[\bigwedge_{y \in \mathbb{S}^{d^{\prime}}}\left(\left(\mathbb{K}^{\prime} \otimes B \otimes y\right) /\left(\mathbb{K}^{\prime} \otimes y\right)\right)\right] \otimes \mathbb{K} \quad \text { by distributivity of } \otimes \text { over } \wedge . }
\end{aligned}
$$

Applying Lemma 2 , with $D:=\mathbb{K}^{\prime} \otimes B$ and $C:=\mathbb{K}^{\prime}$, the result is obtained.
Remark 2. In the case where $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a complete idempotent semiring, the condition (31) is a sufficient condition for the ( $\mathbb{K}, \mathbb{K}^{\prime}$ )-comparison of the two systems $(d, \otimes, A)$ and $\left(d^{\prime}, \otimes, B\right)$.

Remark 3. Assuming $\mathbb{K}, \mathbb{K}^{\prime}$ and $B$ known, there exists a unique optimal upper bound on the set of matrices $A$ satisfying (31) which is $\mathbb{K} \backslash\left(\left(\left(\mathbb{K}^{\prime} \otimes B\right) / \mathbb{K}^{\prime}\right) \otimes \mathbb{K}\right)$. The computation of this bound depends on the size of the matrices $\mathbb{K}, \mathbb{K}^{\prime}$ and $B$.

Assuming $\mathbb{K}, \mathbb{K}^{\prime}$ and $A$ known the computation of a matrix $B$ satisfying (31) can be done by the following non optimal procedure:

Step 1. Find a matrix $C$ such that: $\mathbb{K} \otimes A \leq C \otimes \mathbb{K}$.
Step 2. Then, find a matrix $B$ such that: $\mathbb{K}^{\prime} \otimes B \geq C \otimes \mathbb{K}^{\prime}$.
Because of the assumptions on matrices $\mathbb{K}$ and $\mathbb{K}^{\prime}$ the steps 1 and 2 always have solution but the existence and the computation of an optimal matrix $B$ seems to be a more difficult problem which requires further attention.

## 4.2. $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotonicity of matrix

In this subsection, the matrices $\mathbb{K}$ and $\mathbb{K}^{\prime}$ are assumed to have the same dimensions, i. e. $d=d^{\prime}$, have no null column vectors and are elements of $\mathcal{M}_{m, d}(\mathbb{S} \backslash\{T\})$. In this case the hypotheses $\left(H_{0}\right)$ and $\left(H_{1}\right)$ of Lemma 1 are verified.

We remark that the system $(d, \otimes, A)$ is $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone, i. e. (4, with $d=d^{\prime}$ and $A=B$ ) is true, is equivalent to:

$$
\begin{equation*}
\forall x, y \in \mathbb{S}^{d}, x \leq_{\mathbb{K}, \mathbb{K}^{\prime}} y \Rightarrow A \otimes x \leq_{\mathbb{K}, \mathbb{K}^{\prime}} A \otimes y \tag{32}
\end{equation*}
$$

Thus, we just have to specify Theorem 2 in the case where $A=B$. And we obtain the following criteria for the matrix $A$ to be $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone.

Theorem 3. (NSC of $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotonicity of matrix) $\quad$ Let $A \in \mathcal{M}_{d, d}(\mathbb{S})$ in a complete idempotent semiring $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$. The matrix $A$ is $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone iff

$$
\begin{equation*}
\forall y \in \mathbb{S}^{d}: \mathbb{K} \otimes A \leq\left(\mathbb{K}^{\prime} \otimes A \otimes y\right) /\left(\mathbb{K} \backslash \mathbb{K}^{\prime} \otimes y\right) \tag{33}
\end{equation*}
$$

In the case where $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a complete idempotent semifield, we obtain the following corollary.

Corollary 4. Let $A \in \mathcal{M}_{d, d}(\mathbb{S})$ in a complete idempotent semifield $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$. Then, the matrix $A$ is $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone iff

$$
\begin{equation*}
\mathbb{K} \otimes A \leq\left(\mathbb{K}^{\prime} \otimes A / \mathbb{K}^{\prime}\right) \otimes \mathbb{K} \tag{34}
\end{equation*}
$$

Remark 4. In the case where $\mathbb{K}=\mathbb{K}^{\prime}$ the above-mentioned Corollary coincides with [30, Theorem 4.2] obtained by a different proof.

Remark 5. Rewriting (34) as follows: $A \leq \mathbb{K} \backslash\left(\left(\mathbb{K}^{\prime} \otimes A / \mathbb{K}^{\prime}\right) \otimes \mathbb{K}\right)$ we see that the computation of a $\left(\mathbb{K}, \mathbb{K}^{\prime}\right)$-monotone matrix $A$ is naturally formalized as a subfixed point computation problem of a Min-Max type function for which there exist computational algorithms which well behave in practice (see e.g. [11, 13, 17]).

### 4.3. Control of discrete event systems

In this subsection, we study the existence and the computation of a (static) linear state feedback such that the closed loop system $(d, \otimes, \Omega)$ defined by (6) enjoys the property (7): i. e. $\forall n \in \mathbb{T} \backslash\{0\}, \forall x \in \mathbb{S}^{d},\left(x \in \mathcal{T}_{n-1} \Rightarrow \Omega \otimes x \in \mathcal{T}_{n}\right)$. This approach is directly inspired by [7] and also works on viability theory [5].

In Subsubsection 4.3 .1 we study the case where $\mathcal{T}_{n}$ are idempotent polyhedral defined by (11). The main results of this part come directly from Haar's Lemma.

In Subsubsection 4.3 .2 we study the case where the sets $\mathcal{T}_{n}$ are all equal to a given semimodule defined as the set of the solutions of a system of linear inequalities (see (8)). This formulation seems to be the natural way to define the constraints on the states of the system.

### 4.3.1. Reachability of a target tube

We study the property (7) to be satisfied by the closed loop system $(d, \otimes, \Omega)$ over a complete idempotent semiring $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ defined by (6) in the case where: $\forall n \in \mathbb{T}, \mathcal{T}_{n}=\mathcal{P}\left(P_{n}, p_{n}\right)$ with $\mathcal{P}\left(P_{n}, p_{n}\right)$ denoting the polyhedral set in the sense of definition (11).

Remark 6. Even if $\forall n \in \mathbb{T} \mathcal{P}\left(P_{n}, p_{n}\right)=\mathcal{P}\left(I, P_{n} \backslash p_{n}\right)$ we prefer to keep the description of the target tube using the sets $\mathcal{P}\left(P_{n}, p_{n}\right)$. Our choice is motivated as follows. The matrix $P_{n}$ could be interpreted as a matrix where each row is a reward function. Usually a reward function is defined as a function of the state system. The $i$ th component of the vector $p_{n}$ represents the bound of the $i$ th reward function stored in the matrix $P_{n}$. For example if we are interested in the computation of the top Lyapunov exponent of a system which provides e.g. its cycle time, it is natural to take $P_{n}=(e, e, \ldots, e)^{T}$ and $p_{n}=(\gamma)$, where $\gamma \in \mathbb{S}$ is interpreted as the maximal top Lyapunov allowed for the system (which corresponds to the minimal cycle time allowed).

We assume that $\forall n \in \mathbb{T}$ the matrix $P_{n}$ satisfies the hypothesis $\left(H_{0}\right)$ of Lemma 1 and $\forall n \in \mathbb{T} \backslash\{0\}$ the vector $p_{n}$ and the matrix $P_{n-1}$ verify the hypothesis $\left(H_{1}\right)$ of Lemma 1.

Proposition 1. The necessary and sufficient condition for the linear system $(d, \otimes, \Omega)$ over $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ to keep its entire state trajectory in the target tube $\left(\mathcal{P}\left(P_{n}, p_{n}\right)\right)_{n \in \mathbb{T}}$ is:
(i) If $\mathbb{S}$ is a complete idempotent semiring: $\Omega \leq \bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash p_{n} /\left(P_{n-1} \backslash p_{n-1}\right)$.
(ii) If $\mathbb{S}$ is a complete idempotent semifield: $\Omega \leq \bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash\left(\left(p_{n} / p_{n-1}\right) \otimes P_{n-1}\right)$.

Proof. Let us prove (i). We just have to remark that assertion (7) with $\forall n \in$ $\mathbb{T}, \mathcal{T}_{n}=\mathcal{P}\left(P_{n}, p_{n}\right)$ is equivalent to:

$$
\forall n \in \mathbb{T} \backslash\{0\}, \mathcal{P}\left(P_{n-1}, p_{n-1}\right) \subseteq \mathcal{P}\left(P_{n} \otimes \Omega, p_{n}\right)
$$

Thus, applying Haar's Lemma for idempotent semiring (i. e., Theorem 1 with $P:=$ $P_{n-1}, p:=p_{n-1}, Q:=P_{n} \otimes \Omega$ and $\left.q:=p_{n}\right)$ we have:

$$
\forall n \in \mathbb{T} \backslash\{0\}, P_{n} \otimes \Omega \leq p_{n} /\left(P_{n-1} \backslash p_{n-1}\right),
$$

which is equivalent to by definition of $\backslash$ :

$$
\forall n \in \mathbb{T} \backslash\{0\}, \Omega \leq P_{n} \backslash p_{n} /\left(P_{n-1} \backslash p_{n-1}\right) .
$$

Thus, by definition of $\bigwedge$ the result (i) is now proved. The proof of (ii) is a direct consequence of (i) and Corollary 1.

We now derive the main result concerning the existence and the computation of the optimal linear feedback control.

Theorem 4. Let $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ denote a complete idempotent semiring or semifield. There exists an optimal linear feedback in the sense of entry-wise comparison of matrices that forces the dynamical system $(d, \otimes, A \oplus B \otimes F)$ over $\mathbb{S}$ to lie in the region specified by the idempotent polyhedral sets $\left(\mathcal{T}_{n}=\mathcal{P}\left(P_{n}, p_{n}\right)\right)_{n \in \mathbb{T}}$ iff:
(E) $\quad A \leq \begin{cases}\left.\bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash p_{n} /\left(P_{n-1} \backslash p_{n-1}\right)\right) & \text { if } \mathbb{S} \text { is a semiring, } \\ \left.\bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash\left(\left(p_{n} / p_{n-1}\right) \otimes P_{n-1}\right)\right) & \text { if } \mathbb{S} \text { is a semifield. }\end{cases}$

Under condition (E) the greatest linear feedback $F^{*}$ is defined by:

$$
F^{*}= \begin{cases}B \backslash\left(\bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash p_{n} /\left(P_{n-1} \backslash p_{n-1}\right)\right. & \text { if } \mathbb{S} \text { is a semiring }  \tag{35}\\ B \backslash\left(\bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash\left(\left(p_{n} / p_{n-1}\right) \otimes P_{n-1}\right)\right. & \text { if } \mathbb{S} \text { is a semifield. }\end{cases}
$$

Proof. The proof is an immediate consequence of the fact that $\oplus=\vee$ and Proposition 1 with $\Omega:=A \oplus B \otimes F$.

### 4.3.2. Control based on monotonicity

Let us consider the closed loop system $(d, \otimes, \Omega)$ over a complete idempotent semiring $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ defined by (6). Let $G, G^{\prime} \in \mathcal{M}_{m, d}(\mathbb{S} \backslash\{\top\})$ with no null column. Thus, the hypotheses $\left(H_{0}\right)$ and $\left(H_{1}\right)$ of Lemma 1 are satisfied.

Let us recall that the matrix $\Omega$ is $\left(G, G^{\prime}\right)$-monotone (see ( 32 , with $\mathbb{K}:=G$ and $\left.\mathbb{K}^{\prime}:=G^{\prime}\right)$ ) if $\forall x, y \in \mathbb{S}^{d}, G \otimes x \leq_{m} G^{\prime} \otimes y \Rightarrow G \otimes \Omega \otimes x \leq_{m} G^{\prime} \otimes \Omega \otimes y$. By taking $y=x$ in the previous assertion we deduce the following obvious result which emphasizes the links between comparison and positive invariance.

Proposition 2. If $\mathcal{S}_{G, G^{\prime}}$ denotes the semimodule defined by (8) then:

$$
\Omega \text { is }\left(G, G^{\prime}\right) \text {-monotone } \Rightarrow \mathcal{S}_{G, G^{\prime}} \text { is } \Omega \text {-invariant. }
$$

From this proposition we deduce the main result of this part.
Theorem 5. If
(a) $G \otimes x(0) \leq_{m} G^{\prime} \otimes x(0) \quad$ and $\quad$ (b) the matrix $\Omega$ is $\left(G, G^{\prime}\right)$-monotone
then the dynamical system $(d, \otimes, \Omega)$ verifies:

$$
\forall n \in \mathbb{N}, G \otimes x(n) \leq_{m} G^{\prime} \otimes x(n)
$$

We then specialize the results of the previous theorem in the case where $(\mathbb{S}, \oplus, \otimes$, $\varepsilon, e)$ is a complete idempotent semifield for control constraints which form is motivated by practical control problems (see e.g. [23]): $\forall n \geq 1, \mathbb{K} \otimes x(n) \leq_{m} \mathbb{K}^{\prime} \otimes x(n-1)$, where $\mathbb{K}, \mathbb{K}^{\prime} \in \mathcal{M}_{m, d}(\mathbb{S})$.

Corollary 5. Let us consider the closed loop system $(d, \otimes, \Omega:=A \oplus B \otimes F)$ over a complete idempotent semifield $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ defined by ( 6 ). Under the assumption that the matrices $\mathbb{K} \otimes A$ and $\mathbb{K}^{\prime}$ are elements of $\mathcal{M}_{m, d^{\prime}}(\mathbb{S} \backslash\{\top\})$ and have no null column vector the following implication is true.

$$
\left\{\begin{array}{l}
\Omega \leq \mathbb{K} \backslash\left(\mathbb{K}^{\prime} \otimes x(0)\right) / x(0)  \tag{36}\\
\text { and } \\
\Omega \leq \mathbb{K} \backslash\left(\left(\mathbb{K}^{\prime} \otimes \Omega / \mathbb{K}^{\prime}\right) \otimes \mathbb{K}\right)
\end{array}\right\} \Rightarrow \forall n \geq 1, \mathbb{K} \otimes x(n) \leq_{m} \mathbb{K}^{\prime} \otimes x(n-1)
$$

Proof. The proof follows from Theorem 5 with $G:=\mathbb{K} \otimes \Omega, G^{\prime}:=\mathbb{K}^{\prime}$, Corollary 4 and the definitions of $/$ and $\backslash$.

## 5. ILLUSTRATIVE EXAMPLES

In this section we study two control problems which concern the computation of linear state feedback. In Subsection 5.1 we give a partial answer to the computational issue of an optimal linear state feedback control when the target tube is infinite (see
formula (35) of Theorem 4). In Subsection 5.2 we illustrate the relationship between comparison and control on a simple example of network transportation borrowed from the literature. The computation of a linear feedback is done by hand and is not yet implemented. It is expected that the implementation leads to better results (see Remark 7 for a more precise comment).

### 5.1. Example 1: infinite target tube

Assume that $(\mathbb{S}, \oplus, \otimes, \varepsilon, e)$ is a complete commutative idempotent semiring such that:

$$
\exists!\lim _{n \rightarrow \infty} a^{\otimes n}= \begin{cases}\varepsilon & \text { if } a \leq e, a \neq e  \tag{37}\\ e & \text { if } a=e \\ \top & \text { otherwise }\end{cases}
$$

Recalling that $a^{\otimes n} \stackrel{\text { def }}{=} a \otimes \ldots \otimes a$ ( $n$-fold). Because $\otimes$ is commutative for all $a, b \in \mathbb{S}$ : $a / b=a \backslash b \stackrel{\text { not. }}{=} \frac{a}{b}$.

Define the infinite target tube which corresponds to the case where $\mathbb{T}=\mathbb{N}$ as follows. For all $n \in \mathbb{T}, \mathcal{T}_{n}=\mathcal{P}\left(I, p_{n}\right)$ where $I$ denotes the $d \times d$ identity matrix. In such case, because $I \backslash A=A / I=A$ for all matrix $A$ :

$$
\bigwedge_{n \in \mathbb{T} \backslash\{0\}} P_{n} \backslash p_{n} /\left(P_{n-1} \backslash p_{n-1}\right)=\bigwedge_{n \in \mathbb{T} \backslash\{0\}} p_{n} / p_{n-1}
$$

Now assume that for all $n \in \mathbb{T}, p_{n}=\left(\nu_{1} \otimes \rho_{1}^{\otimes n}, \ldots, \nu_{d} \otimes \rho_{d}^{\otimes n}\right)^{T}$ with $\forall i=1, \ldots, d$ $\nu_{i}, \rho_{i} \neq \varepsilon$ and $(\cdot)^{T}$ denotes the transpose operator. And finally let us define for all $i, j=1, \ldots, d$ :

$$
\theta_{i, j} \stackrel{\text { def }}{=} \begin{cases}\frac{\nu_{i} \otimes \rho_{i}}{\nu_{j}} & \text { if } e \leq \frac{\rho_{i}}{\rho_{j}} \\ \varepsilon & \text { otherwise. }\end{cases}
$$

And $\Theta \stackrel{\text { def }}{=}\left[\theta_{i, j}\right]$.

Proposition 3. The linear dynamical system $(d, \otimes, A)$ over $\mathbb{S}$ has its entire trajectory in the above defined infinite target tube if:

$$
\begin{equation*}
A \leq \Theta \tag{T}
\end{equation*}
$$

Under condition ( T ) there exists an optimal linear state feedback control in the sense of entry-wise comparison of matrices defined by:

$$
F^{*}=B \backslash \Theta
$$

that forces the linear dynamical system $(d, \otimes, A \oplus B \otimes F)$ to stay in the above defined region $\left(\mathcal{T}_{n}\right)_{n \in \mathbb{T}}$. Moreover, if $\mathbb{S}$ is a semifield the condition $(\mathrm{T})$ is also necessary.

Proof. The proof is based on the formulas [6, (f.9) and (f.12), p. 183] which are respectively rewritten as follows taking into account that $\otimes$ is commutative:

$$
\text { (g.1) } \frac{a}{b \otimes c}=\frac{\frac{a}{c}}{b}=\frac{\frac{a}{b}}{c}, \quad \text { (g.2) } a \otimes \frac{b}{c} \leq \frac{a \otimes b}{c}=\frac{b \otimes a}{c} \text {. }
$$

For all $n \in \mathbb{T} \backslash\{0\}$ and $i, j=1, \ldots, d$ :

$$
\begin{array}{rlr}
\left(p_{n} / p_{n-1}\right)_{i, j} & =\frac{\nu_{i} \otimes \rho_{i}^{\otimes n}}{\nu_{j} \otimes \rho_{j}^{\otimes(n-1)}} & \\
& =\frac{\frac{\left(\nu_{i} \otimes \rho_{i}\right) \otimes \rho_{i}^{\otimes(n-1)}}{\rho_{j}^{\otimes(n-1)}}}{\nu_{j}} & \\
& \stackrel{(a)}{\geq} \frac{\text { by }(\mathrm{g} .1) \text { and because } \otimes \text { is associative }}{\left.\nu_{i} \otimes \rho_{i}\right) \otimes \frac{\rho_{i}^{\otimes(n-1)}}{\rho_{j}^{\otimes(n-1)}}} & \\
\nu_{j} & \text { by }(\mathrm{g} .2) \text { with } a:=\nu_{i} \otimes \rho_{i}, b:=\rho_{i}^{\otimes(n-1)} \\
& \stackrel{(b)}{\geq} \frac{\nu_{i} \otimes \rho_{i}}{\nu_{j}} \otimes \frac{\rho_{i}^{\otimes(n-1)}}{\rho_{j}^{\otimes(n-1)}} & \\
& \text { by (g.2) with } a:=\rho_{j}^{\otimes(n-1)} \otimes \rho_{i}, b:=\frac{\rho_{i}^{\otimes(n-1)}}{\rho_{j}^{\otimes(n-1)}} \\
& \stackrel{(c)}{\geq} \frac{\text { and } c:=\nu_{j}}{\nu_{i} \otimes \rho_{i}} \otimes\left(\frac{\rho_{i}}{\rho_{j}}\right)^{\otimes(n-1)} & \\
\text { by }(\mathrm{g} .2) \text { and recurrence on } n .
\end{array}
$$

Let us note that in the case of a semifield the inequality (g.2) becomes an equality. Thus, the above inequalities $(a),(b)$ and $(c)$ become equalities. Based on assumption (37) and above result one easily deduces that for all $i, j=1, \ldots, d$ :

$$
\bigwedge_{n \in \mathbb{T} \backslash\{0\}}\left(p_{n} / p_{n-1}\right)_{i, j}\left\{\begin{array}{lll}
\geq & \theta_{i, j} & \text { if } \mathbb{S} \text { semiring } \\
= & \theta_{i, j} & \text { if } \mathbb{S} \text { semifield }
\end{array}\right.
$$

Now, the result is an immediate consequence of Theorem 4.

### 5.2. Example 2: Transportation networks with time table

In this subsection we borrow the example [23, Section 6] which is a simple example of transportation network studied in e.g. [9, 15]. And we study the problem of the existence and the computation of a linear (static) feedback control. To do this we consider the linear dynamical system $(4, \otimes, \Omega:=A \oplus F)$, i. e. $x(0) \in \mathbb{S}^{4}, x(n)=$ $\Omega \otimes x(n-1), \forall n$, over the semifield $(\mathbb{S}, \oplus, \otimes, \varepsilon, e):=(\mathbb{Z} \cup\{-\infty,+\infty\}, \max ,+,-\infty, 0)$ where:

$$
A=\left(\begin{array}{cccc}
\varepsilon & 17 & \varepsilon & \varepsilon \\
\varepsilon & \varepsilon & 11 & 9 \\
14 & \varepsilon & 11 & 9 \\
14 & \varepsilon & 11 & \varepsilon
\end{array}\right), \text { and } F \text { is an unknown matrix to be computed. }
$$

The constraints we impose on the system $(d, \otimes, A)$ are as follows and expressed with usual operations as:

$$
\text { (c1) } \forall i, x_{i}(n)-x_{i}(n-1) \leq l_{i}, \quad(\mathrm{c} 2) \quad \forall i, j, x_{j}(n)+s_{i, j}-x_{i}(n-1) \leq m_{i, j}
$$

where $l_{i}$ denotes the upper bound time between two consecutive train departures in direction $i, m_{i, j}$ denotes the upper bound on the time of passengers coming from direction $i$ have to wait for the departure of the train which leaves in direction $j$.

And $s_{i, j}=a_{j, i}^{\otimes-1}$ if $a_{j, i} \neq \varepsilon$ and $\varepsilon$, otherwise. As in [23, Section 6] we assume that: $l_{i}=l \neq \varepsilon$ and $m_{i, j}=m \neq \varepsilon$. The constraints (c1) and (c2) can be rewritten as:

$$
\mathbb{K} \otimes x(n) \leq_{4} I \otimes x(n-1),
$$

with $\mathbb{K}=m^{\otimes-1} \otimes S \oplus l^{\otimes-1} \otimes I$. Note that $\mathbb{K} \otimes A, I \in \mathcal{M}_{4,4}(\mathbb{S} \backslash\{\top\})$ and hence the hypotheses $\left(H_{0}\right)$ and $\left(H_{1}\right)$ of Lemma 1 are verified. Thus, the computation of a linear state feedback control can be done by applying result of (36), Theorem 5. Thus, the aim is now to construct a matrix $\Omega$ which is $(\omega .1)$ : $(\mathbb{K}, I)$-monotone, i. e. $\mathbb{K} \otimes \Omega \leq \Omega \otimes \mathbb{K}$ (see (34 with $\left.A:=\Omega, \mathbb{K}^{\prime}:=I\right)$ ), and satisfies ( $\omega .2$ ): $A \leq$ $\Omega \leq \mathbb{K} \backslash x(0) / x(0)$. For the numerical application we take $x(0)=(e, e, e, e)^{T}$. Then, $x(0) / x(0)=E=\left[e_{i, j}=e\right]$. Let us remark that $(\omega \cdot 2)$ is true iff $A \leq \mathbb{K} \backslash x(0) / x(0)$. And $A \leq \mathbb{K} \backslash x(0) / x(0) \Leftrightarrow m \geq 6, l \geq 17$. To simplify the calculus take: $m=8$, $l=17$. Then,

$$
\mathbb{K}=\left(\begin{array}{cccc}
17^{\otimes-1} & \varepsilon & 22^{\otimes-1} & 22^{\otimes-1} \\
25^{\otimes-1} & 17^{\otimes-1} & \varepsilon & \varepsilon \\
\varepsilon & 19^{\otimes-1} & 17^{\otimes-1} & 19^{\otimes-1} \\
\varepsilon & 17^{\otimes-1} & 17^{\otimes-1} & 17^{\otimes-1}
\end{array}\right), \quad \mathbb{K} \backslash x(0) / x(0)=17 \otimes E .
$$

Noticing that for all matrix $\Omega$ such that $\Omega \leq \mathbb{K} \backslash x(0) / x(0): \mathbb{K} \otimes \Omega \leq x(0) / x(0)=E$, our problem is now to construct a matrix $\Omega$ such that $E \leq \Omega \otimes \mathbb{K}$ and $A \leq \Omega \leq 17 \otimes E$. Take

$$
\Omega=\left(\begin{array}{cccc}
17 & 17 & t & 17 \\
17 & u & v & 17 \\
17 & w & x & 17 \\
17 & y & z & 17
\end{array}\right), \text { with } t, u, w, y \in[\varepsilon, 17] \text { and } v, x, z \in[11,17]
$$

Taking $t=u=w=y=\varepsilon$ and $v=x=z=11$ a possible choice for linear feedback such that

$$
A \oplus F=\Omega \text { is } F=\left(\begin{array}{llll}
17 & \varepsilon & \varepsilon & 17 \\
17 & \varepsilon & \varepsilon & 17 \\
17 & \varepsilon & \varepsilon & 17 \\
17 & \varepsilon & \varepsilon & 17
\end{array}\right)
$$

The controlled series $(x(n))_{n \in \mathbb{N}}$ by linear (static) feedback of matrix $F$ is defined by: $x(n)=17^{\otimes n} \otimes x(0)$. Therefore, the timetable $(u(n)=F \otimes x(n-1))_{n \geq 1}$ is defined by: $u(n)=17^{\otimes n} \otimes x(0)$. Noticing that $\mathbb{K} \otimes x(0)=17^{\otimes-1} \otimes x(0)$ it is easy to see that the controlled series $x(n)$ verifies $\mathbb{K} \otimes x(n)=x(n-1), n \geq 1$, hence the constraints (c1) and (c2) are trivially satisfied. Let us note that although the matrix $A$ is not $(\mathbb{K}, I)$-monotone (e.g. $\left.(\mathbb{K} \otimes A)_{1,3}=11^{\otimes-1} \not \leq(A \otimes \mathbb{K})_{1,3}=\varepsilon\right)$ the series $x(n)=A^{\otimes n} \otimes x(0), n \geq 0$ :

$$
x(0)=\left(\begin{array}{l}
e \\
e \\
e \\
e
\end{array}\right), \quad x(1)=\left(\begin{array}{l}
17 \\
11 \\
14 \\
14
\end{array}\right), \quad x(2)=\left(\begin{array}{l}
28 \\
25 \\
31 \\
31
\end{array}\right), \quad x(3)=42 \otimes x(0), \ldots
$$

satisfies the constraints (c1) and (c2). This fact confirms that the ( $G, G^{\prime}$ )-monotonicity of $\Omega$ is not a necessary condition for the $\Omega$-invariance of the set $\mathcal{S}_{G, G^{\prime}}$.

Remark 7. The research of a solution for this numerical example has been made by hand. However, we mention that the problem studied here can be formulated as: find $x, y$ such that $C \otimes x=D \otimes y, y \oplus \nu=\nu$ ( $\nu$ is a given vector) for which a pseudopolynomial algorithm exists (see e.g. [14]). Finally, let us mention a polynomial algorithm in the case where $\mathbb{S}$ is the set of rational numbers [10].

Remark 8. Following [23] the constraints (c1) and (c2) are rewritten as: $Q \otimes$ $\bar{x}(n) \leq_{8} \bar{x}(n)$, with $\bar{x}(n)=\left(x^{T}(n), x^{T}(n-1)\right)^{T}, Q=\left(\begin{array}{cc}\varepsilon & \varepsilon \\ \mathbb{K} & \varepsilon\end{array}\right)$ and $\varepsilon$ denotes the matrix which entries are all $\varepsilon$. Noticing that $Q \otimes \bar{x}(n) \leq_{8} \bar{x}(n) \Leftrightarrow \bar{x}(n) \in$ $\operatorname{Im}\left(Q^{*}\right)$ then, the control problem is as follows: find a matrix $F$ such that $\forall \bar{x} \in$ $\mathbb{S}^{8},\left(\bar{x} \in \operatorname{Im}\left(Q^{*}\right) \Rightarrow M \otimes \bar{x} \in \operatorname{Im}\left(Q^{*}\right)\right)$ with $M:=\left(\begin{array}{cc}A \oplus F & \varepsilon \\ I & \varepsilon\end{array}\right)$. This condition is equivalent to: $\exists H M \otimes Q^{*}=Q^{*} \otimes H$ which form coincides with the one of [23, (10) p. 17]. Thus, our approach based on monotonicity could be considered as a dual approach to the geometric approach developed in [23].

Remark 9. As a consequence of Remarks 7 and 8 and also [23, Remark 2] the computation complexity of a linear state feedback control seems to be roughly the same for both approaches, i. e. ours and the geometric one.

## ACKNOWLEDGEMENT

This work was partially supported by the CNRS project "MathSTIC 2004-05" entitled 'Control of Discrete Events Systems via Techniques of Comparison and Aggregation of Stochastic Systems' and by the Programme "Optimisation des Processus Industriels: Optimisation-Ordonnancement et Pilotage" of the grant between the Government of France and the region Pays-De-La-Loire 2000-06.

The authors would like to thank referees whose very helpful comments help us improve the quality of the paper. Thanks are also due to S . Gaubert for references on sub-fixed point of a Min-Max type function algorithms.
(Received September 13, 2006.)

## REFERENCES

[1] M. Ahmane, J. Ledoux, and L. Truffet: Criteria for the comparison of discrete-time Markov chains. In: 13th Internat. Workshop on Matrices and Statistics in Celebration of I. Olkin's 80th Birthday, Poland, August 18-21, 2004.
[2] M. Ahmane, J. Ledoux, and L. Truffet: Positive invariance of polyhedrons and comparison of Markov reward models with different state spaces. In: Proc. Positive Systems: Theory and Applications (POSTA'06), Grenoble 2006 (Lecture Notes in Control and Information Sciences 341), Springer-Verlag, Berlin, pp. 153-160.
[3] M. Ahmane and L. Truffet: State feedback control via positive invariance for max-plus linear systems using $\Gamma$-algorithm. In: 11th IEEE Internat. Conference on Emerging Technologies and Factory Automation, ETFA’06, Prague 2006.
[4] M. Ahmane and L. Truffet: Sufficient condition of max-plus ellipsoidal invariant set and computation of feedback control of discrete events systems. In: 3rd Internat. Conference on Informatics in Control, Automation and Robotics, ICINCO'06, Setubal 2006.
[5] J.-P. Aubin: Viability Theory. Birkhäuser, Basel 1991.
[6] F. Baccelli, G. Cohen, G. J. Olsder, and J.-P. Quadrat: Synchronization and Linearity. Wiley, New York 1992.
[7] D. P. Bertsekas and I. B. Rhodes: On the minimax reachability of target sets and target tubes. Automatica 7 (1971), 233-247.
[8] T. S. Blyth and M. F. Janowitz: Residuation Theory. Pergamon Press, 1972.
[9] J. G. Braker: Max-algebra modelling and analysis of time-table dependent networks. In: Proc. 1st European Control Conference, Grenoble 1991, pp. 1831-1836.
[10] P. Butkovic and K. Zimmermann: A strongly polynomial algorithm for solving twowided linear systems in max-algebra. Discrete Appl. Math. 154 (2006), 437-446.
[11] J. Cochet-Terrasson, S. Gaubert, and J. Gunawardena: A constructive fixed point theorem for min-max functions. Dynamics Stability Systems 14 (1999), 4, 407-433.
[12] G. Cohen, S. Gaubert, and J.-P. Quadrat: Duality and separation theorems in idempotent semimodules. Linear Algebra Appl. 379 (2004), 395-422.
[13] A. Costan, S. Gaubert, E. Goubault, and S. Putot: A policy iteration algorithm for computing fixed points in static analysis of programs. In: CAV'05, Edinburgh 2005 (Lecture Notes in Computer Science 3576), Springer-Verlag, Berlin, pp. 462-475.
[14] R. A. Cuninghame-Green and P. Butkovic: The equation $A \otimes x=B \otimes y$ over (max, +). Theoret. Comp. Sci. 293 (2003), 3-12.
[15] R. de Vries, B. De Schutter, and B. De Moor: On max-algebraic models for transportation networks. In: Proc. Internat. Workshop on Discrete Event Systems (WODES'98), Cagliari 1998, pp. 457-462.
[16] J. Farkas: Über der einfachen Ungleichungen. J. Reine Angew. Math. 124 (1902), 1-27.
[17] S. Gaubert and J. Gunawardena: The duality theorem for min-max functions. Comptes Rendus Acad. Sci. 326 (1999), Série I, 43-48.
[18] S. Gaubert and R. Katz: Rational semimodules over the max-plus semiring and geometric approach of discrete event systems. Kybernetika 40 (2004), 2, 153-180.
[19] J. S. Golan: The theory of semirings with applications in mathematics and theoretical computer science. Longman Sci. \& Tech. 54 (1992).
[20] A. Haar: Über Lineare Ungleichungen. 1918. Reprinted in: A. Haar, Gesammelte Arbeiten, Akademi Kiadó, Budapest 1959.
[21] J. C. Hennet: Une Extension du Lemme de Farkas et Son Application au Problème de Régulation Linéaire sous Contraintes. Comptes Rendus Acad. Sci. 308 (1989), Série I, pp. 415-419.
[22] J.-B. Hiriart-Urruty and C. Lemarechal: Fundamentals of Convex Analysis. SpringerVerlag, Berlin 2001.
[23] R. D. Katz: Max-plus (A,B)-invariant and control of discrete event systems. To appear in IEEE TAC, 2005, arXiv:math.OC/0503448.
[24] I. Klimann: A solution to the problem of (A,B)-invariance for series. Theoret. Comput. Sci. 293 (2003), 1, 115-139.
[25] J. Ledoux and L. Truffet: Comparison and aggregation of max-plus linear systems. Linear Algebra. Appl. 378 (2004), 1, 245-272.
[26] M. Lhommeau: Etude de Systèmes à Evénements Discrets: 1. Synthèse de Correcteurs Robustes dans un Dioide d'Intervalles. 2. Synthèse de Correcteurs en Présence de Perturbations. PhD Thesis, Université d'Angers ISTIA 2003.
[27] M. Lhommeau, L. Hardouin, and B. Cottenceau: Optimal control for (Max,+)-linear systems in the presence of disturbances. In: Proc. Positive Systems: Theory and

Applications (POSTA'03), Roma 2003 (Lecture Notes in Control and Information Sciences 294), Springer-Verlag, Berlin, pp. 47-54.
[28] A. Muller and D. Stoyan: Comparison Methods for Stochastic Models and Risks. Wiley, New York 2002.
[29] A. A. ten Dam and J. W. Nieuwenhuis: A linear programming algorithm for invariant polyhedral sets of discrete-time linear systems. Systems Control Lett. 25 (1995), 337341.
[30] L. Truffet: Monotone linear dynamical systems over dioids. In: Proc. Positive Systems: Theory and Applications (POSTA'03), Roma 2003 (Lecture Notes in Control and Information Sciences 294), Springer-Verlag, Berlin pp. 39-46.
[31] L. Truffet: Some ideas to compare Bellman chains. Kybernetika 39 (2003), 2, 155-163. (Special Issue on max-plus Algebra).
[32] L. Truffet: Exploring positively invariant sets by linear systems over idempotent semirings. IMA J. Math. Control Inform. 21 (2004), 307-322.
[33] L. Truffet: New bounds for timed event graphs inspired by stochastic majorization results. Discrete Event Dyn. Systems 14 (2004), 355-380.
[34] E. Wagneur: Duality in the max-algebra. In: IFAC, Commande et Structures des Systèmes, Nantes 1998, pp. 707-711.

Mourad Ahmane and Laurent Truffet, Institut de Recherche en Communications et Cybernétique de Nantes, IRCCyN, UMR-CNRS 6597, Ecole Centrale de Nantes, 1 rue de la Noë, BP 92101, 44321 Nantes Cedex 3, France and Ecole des Mines de Nantes 4, rue Alfred Kastler BP. 20722, 44307 Nantes, Cedex 3. France.
e-mails: mourad.ahmane@irccyn.ec-nantes.fr, laurent.truffet@emn.fr

