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This paper deals with Markov Control Processes (MCPs) on Euclidean spaces with an infinite horizon and a discounted total cost. Firstly, MCPs which result from the deterministic controlled systems will be analyzed. For such MCPs, conditions that permit to establish the equation known in the literature of Economy as Euler’s Equation (EE) will be given. There will be also presented an example of a Markov Control Process with deterministic controlled system where, to obtain the optimal value function, EE applied to the value iteration algorithm will be used. Secondly, the MCPs which result from the perturbation of deterministic controlled systems with a random noise will be dealt with. There will be also provided the conditions which allow to obtain the optimal value function and the optimal policy of a perturbed controlled system, in terms of the optimal value function and the optimal policy of deterministic controlled system corresponding. Finally, several examples to illustrate the last case mentioned will be presented.
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1. INTRODUCTION

This paper deals with Markov Control Processes (MCPs) with an infinite horizon and a discounted total cost (see [2] and [9]). There will be considered the MCPs with states and controls spaces (both of the spaces are Euclidean), taking into account the (possibly) unbounded cost function and the (possibly) noncompact control sets.

In the first part of the paper, MCPs which result from deterministic controlled systems (i.e. systems where, for every state and admissible control, the probability of transition is concentrated in just one state) will be dealt with.

For such MCPs, the differentiability conditions of the second order will be presented in the dynamic of the system as well as in the cost function. This will permit to establish the Euler’s Equation (EE) applied to the value iteration algorithm (see [2] and [9]).
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To illustrate this part of the article, two examples will be given. One of them is a deterministic problem with quadratic cost. The other example is the problem of deterministic economic growth, raised in [15] pp. 93–96. In the best of our knowledge, the latter example has not been solved by means of the EE applied to the value iteration algorithm.

In the second part of the article, the MCPs which result from the suitable perturbation of deterministic controlled systems with random noise will be considered. For deterministic controlled systems taken into account in this part, the functional form of the optimal value function is supposed to be known, as well as the existence of an optimal policy.

In this part, there will be established the conditions which permit a Markov control process with controlled perturbed system to obtain its optimal value function in terms of optimal value function of deterministic controlled system corresponding. Moreover, in this case, the optimal policies of both systems (i.e. the perturbed and the deterministic ones) coincide.

Three examples will be presented in this part. The first two correspond to the stochastic versions of deterministic controlled systems which have been previously presented in this paper. They are a stochastic problem with quadratic cost and a problem of the stochastic economic growth. (It is important to mention that this problem of the stochastic economic growth has been raised in [15] pp. 275–277, and in this reference a solution to the problem is presented without a proof). The third one is a non-convex example.

The paper is organized as follows. In Section 2, the theory of MCPs with deterministic controlled systems is presented. In Sections 3 and 4, the Euler’s Equation is established and the deterministic examples are given. In Section 5, the theory of MCPs with perturbed by random noise controlled systems is presented, and in Section 6, the examples of those are given.

2. DETERMINISTIC CONTROL SYSTEMS

The basic control model \((X, A, \{A(x) : x \in X\}, Q, c)\) consists of the state space \(X\), the control (or action) space \(A\), \(A(x)\) is a nonempty subset of \(A\), for every \(x \in X\), the transition law \(Q\), and the cost function \(c\).

Both \(X\) and \(A\) are (nonempty) Borel spaces of \(\mathbb{R}^p\) and \(\mathbb{R}^m\) \((p, m \geq 1\) are integers), respectively.

Let us denote by \(\mathcal{B}(X)\) and \(\mathcal{B}(A)\) the Borel \(\sigma\)-algebras of \(X\) and \(A\), respectively.

For each \(x \in X\), \(A(x) \in \mathcal{B}(A)\) and represents the set of admissible controls to state \(x\). It is supposed that the set \(\mathcal{K} := \{(x, a) | x \in X, a \in A(x)\}\), is measurable in \(X \times A\).

The transition law \(Q(B|x,a)\), where \(B \in \mathcal{B}(X)\) and \((x,a) \in \mathcal{K}\) is a stochastic kernel on \(X\) given \(\mathcal{K}\) (i.e. \(Q(\cdot|x,a)\) is a probability measure on \(X\) for every \((x,a) \in \mathcal{K}\), and \(Q(B|\cdot)\) is a measurable function on \(\mathcal{K}\) for every \(B \in \mathcal{B}(X)\)).
In Sections 2, 3 and 4 of the paper, it will be assumed that the transition law $Q$ is given by a difference equation of the type:

$$x_{t+1} = F(x_t, a_t),$$  \hspace{1cm} (2.1)

$t = 0, 1, \ldots$, where $F : \mathbb{K} \to X$ is a given measurable function. Here $\{x_t\}$ and $\{a_t\}$ are the state and control sequences respectively. Observe that in this case $Q$ is given by $Q(B \mid x, a) = I_B(F(x, a))$, for all $B \in \mathcal{B}(X)$ and $(x, a) \in \mathbb{K}$, where $I_B(\cdot)$ denotes the indicator function of $B$. Note also that $Q$ will be denoted by $Q_F$ to emphasize that $Q$ is induced by $F$.

The cost function $c$ is a nonnegative measurable function on $\mathbb{K}$.

$\mathcal{F}$ denotes the set of measurable functions $f : X \to A$ such that $f(x) \in A(x)$, for all $x \in X$.

A Markov policy is a sequence $\pi = \{f_t\}$ such that $f_t \in \mathcal{F}$, for $t = 0, 1, \ldots$. The set of all Markov policies is denoted by $\mathcal{M}$.

A Markov policy $\pi = \{f_t\}$ is said to be stationary if $f_t$ is independent of $t$, i.e. $f_t = f \in \mathcal{F}$, for all $t = 0, 1, \ldots$; in this case, $\pi$ is denoted by $f$ and refers to $\mathcal{F}$ as the set of stationary policies.

For each policy $\pi \in \mathcal{M}$ and initial state $x \in X$, it is defined that

$$w(\pi, x) = \sum_{t=0}^{\infty} \alpha^t c(x_t, a_t).$$

$w(\pi, x)$ is called the total discounted cost, where $\alpha \in (0, 1)$ is the discount factor.

The optimal control problem for a deterministic control system consists of determining a policy $\pi^* \in \mathcal{M}$, such that

$$w(\pi^*, x) = \inf_{\pi \in \mathcal{M}} w(\pi, x),$$

$x \in X$, and $\pi^*$ will be called a (deterministic) optimal policy. The function $W$ defined by

$$W(x) = \inf_{\pi \in \mathcal{M}} w(\pi, x),$$

$x \in X$, will be called the (deterministic) optimal value function.

**Remark 2.1.** In applications of MCPs to Economics, it is common to present the following optimization problem (see [4,6,10,13,14] and [15]). Take $\hat{X} \subset \mathbb{R}^p$.

Consider a multifunction which goes from $\hat{X}$ to $\hat{X}$, i.e., for every $x \in \hat{X}$, there is a nonempty subset of $\hat{X}$, denoted by $\Gamma(x)$ ($\Gamma$ is known as the technological correspondence). $U : Graph(\Gamma) \to \mathbb{R}$ is the reward function (it is assumed that $U \leq 0$ or $U \leq \tau$, where $\tau$ is a real fixed number, and $Graph(\Gamma) := \{(x, y) \in \hat{X} \times \hat{X} : x \in \hat{X}, y \in \Gamma(x)\}$), and $\alpha \in (0, 1)$ is the discount factor. Then the maximization problem is posed as follows:

$$\max_{\{x_{t+1}\}} \sum_{t=0}^{\infty} \alpha^t U(x_t, x_{t+1})$$

subject to $x_{t+1} \in \Gamma(x_t)$, $t = 0, 1, \ldots$, $x_0 \in \hat{X}$ fixed.
In fact, it is possible to establish this maximization problem in terms of a discounted MCP, taking \( X = A = \hat{X} \), \( A(x) = \Gamma(x) \), \( x \in X \), \( x_{t+1} = F(x_t, a_t) = a_t \) and \( c(x_t, a_t) = -U(x_t, x_{t+1}) \), \( t = 0, 1, \ldots \).

**Definition 2.2.** The value iteration functions are defined as
\[
W_n(x) = \min_{a \in A(x)} \left[ c(x, a) + \alpha W_{n-1}(F(x, a)) \right],
\]
for all \( x \in X \) and \( n = 1, 2, \ldots \), with \( W_0(\cdot) = 0 \).

**Remark 2.3.** Under certain Assumptions (see Remark 2.6 b) below), it is possible to demonstrate that for each \( n = 1, 2, \ldots \), there exists a stationary policy \( g_n \in \mathcal{F} \) such that the minimum in (2.2) is attained, i.e.,
\[
W_n(x) = c(x, g_n(x)) + \alpha W_{n-1}(F(x, g_n(x))), \quad x \in X.
\]

**Lemma 2.4.** Under certain assumptions (see Remark 2.6 a) for a) and c) of this Lemma, and Remark 2.6 b) for b) of this Lemma), it results that:

a) The optimal value function \( W \) is a solution for the following equation (known as the Dynamic Programming Equation):
\[
W(x) = \min_{a \in A(x)} \{ c(x, a) + \alpha W(F(x, a)) \}, \quad x \in X.
\]

b) There exists \( g \in \mathcal{F} \) such that \( g(x) \in A(x) \) attains the minimum in the right-hand side of (2.4), i.e.,
\[
W(x) = c(x, g(x)) + \alpha W(F(x, g(x))), \quad x \in X \text{ and } g \text{ is optimal.}
\]

c) For every \( x \in X \), \( W_n(x) \to W(x) \) as \( n \to +\infty \), with \( W_n \) as in (2.2).

**Remark 2.5.** For a deterministic control system where the transition law is induced by a continuous function \( F \), it is direct to prove that the transition law is weakly continuous, i.e., \( \int v(y)Q_F(dy|x, a) = v(F(x, a)) \) is a continuous function of \( (x, a) \in \mathbb{K} \) for every \( v \in \{ \zeta : X \to \mathbb{R} : \zeta \text{ is a bounded continuous function} \} \). This property of the weak-continuity in the transition law \( Q_F \) has been used as an assumption in some of the conditions given in a), and b) in Remark 2.6.

**Remark 2.6.**

a) For bounded costs, see conditions (a), (b) and (c) in Theorem 2.8 in [8] p. 23; for unbounded costs, see conditions in Theorems 3, 4, 5, and 6 in [13].

b) See Conditions 3.3.3 (a), 3.3.3 (b), and 3.3.3 (c1) or Conditions 3.3.4 (a) and 3.3.4 (b1), and Theorem 3.3.5 in [9] pp. 27–30.

Throughout the paper, deterministic control systems for which (2.2), (2.3) and (a), (b) and (c) of Lemma 2.4 hold are considered.
3. THE EULER'S EQUATION

Let $R$, $Y$ and $Z$ be Euclidean spaces.

For any set $B \subset R$, a point $x \in B$ is called an interior point of $B$ if there exists an open set $U$ such that $x \in U \subset B$. The interior of $B$ is the set of all interior points of $B$ and is denoted by $\text{int}(B)$.

Let $\hat{R}$ be a subset of $R \times Y$.

Let $\theta : \hat{R} \rightarrow Z$ be a function. Suppose that $\theta = \theta(\nu, \eta)$ is twice differentiable. The partial derivatives with respect to the variables $\nu$ and $\eta$ are denoted by $\theta_{\nu}$ and $\theta_{\eta}$, respectively. The notation for the second partial derivatives of $\theta$ with respect to $\nu$ and $\eta$ are $\theta_{\nu\nu}$ and $\theta_{\eta\eta}$, respectively.

Besides, for $\phi = 1, 2$, define $C^\phi(\hat{R}; Z) := \{\theta : \hat{R} \rightarrow Z| \text{the first } \phi \text{ derivatives of } \theta \text{ exist and are continuous}\}$.

Now, let $(X, A, \{A(x) : x \in X\}, Q_F, c)$ be a fixed Markov control model that satisfies the description of the previous section.

In this section, a functional equation, known in the literature of Economics as the Euler’s Equation (EE) (see [4, 5, 7, 11, 12] and [15]) will be deduced. The EE characterizes the derivative of $W_n$ and, using this information in different situations (see Section 4 below), it is possible to determine $W_n$ explicitly (integrating its derivative) and, later, to determine $W$ taking the limit of $W_n$, when $n$ tends to $\infty$.

Let $G^n(x, a) := c(x, a) + \alpha W_{n-1}(F(x, a))$, $n = 1, 2, \ldots, (x, a) \in \mathbb{K}$.

As usual, for each $x \in X$, and $n = 1, 2, \ldots$, the first-order condition for the optimality of $G^n(x, \cdot)$ is defined by means of the $\alpha \in \text{int}(A(x))$ such that $G^n_\alpha(x, \alpha) = 0$.

The transpose of a vector $\gamma$, denoted by $\gamma^T$, is considered like a vertical vector.

Assumption 1.

a) $c \in C^2(\text{int}(\mathbb{K}); \mathbb{R})$.

b) $F \in C^2(\text{int}(\mathbb{K}); X)$.

c) For each $n = 1, 2, \ldots$, and $x \in X$, $G^n_{aa}(x, \cdot)$ is positive definite (see Remark 3.1 b) below).

d) For each $n = 1, 2, \ldots$, $g_n(x) \in \text{int}(A(x))$, for every $x \in X$ (see Remark 3.1 a) below).

Remark 3.1.

a) As $A(x) \subset A$, $x \in X$ is open, then, obviously, $g_n(x) \in \text{int}(A(x))$, $x \in X$. In addition, in [4] p. 599 and [11] p. 155, for certain class of growth economic models, conditions which guarantee that the minimizers of the optimality equation belong to the interior of the admissible action sets are presented.

b) Observe that Assumption 1 c) implies that $G^n(x, \cdot)$ is a strictly convex function, for each $x \in X$ and $n = 1, 2, \ldots$ (see [4], p. 260), and also notice that $g_n$ is unique for each $n = 1, 2, \ldots$. 
Lemma 3.2. Under Assumption 1, for each \( n = 1, 2, \ldots \), \( W_n \in C^2(int(X); \mathbb{R}) \) and \( g_n \in C^1(int(X); A) \).

Proof. The proof will be made by induction. Consider \( n = 1 \). In this case,

\[
W_1(x) = \min_{a \in A(x)} c(x, a),
\]

\( x \in X \). Since \( g_1(x) \in int(A(x)) \), \( x \in X \), the minimizer \( g_1 \) satisfies the first-order condition for the optimality of \( c \), i.e. \( c_a(x, g_1(x)) = 0, \ x \in X \). Then, using the Implicit Function Theorem (see [4], pp. 210–211) and Assumptions 1a) and 1c) it results that \( g_1 \in C^1(int(X); A) \). On the other hand, \( W_1(x) = c(x, g_1(x)) \), \( x \in X \), then

\[
W'_1(x) = c_x(x, g_1(x)) + c_a(x, g_1(x))g'_1(x), \tag{3.1}
\]

\( x \in X \). Using the first-order condition for the optimality of \( c \), in (3.1) it is obtained that \( W'_1(x) = c_x(x, g_1(x)), \ x \in X \). Since \( c \in C^2(int(\mathbb{K}); \mathbb{R}) \) and \( g_1 \in C^1(int(X); A) \), \( W_1 \in C^2(int(X); \mathbb{R}) \). Now, suppose that \( W_{n-1} \in C^2(int(X); \mathbb{R}) \), for some integer \( n > 1 \). Hence, combining this fact with Assumptions 1a) and 1b), it results that \( G^n \in C^2(int(\mathbb{K}); \mathbb{R}) \). On the other hand, the first-order condition for the optimality of \( G^n \) is given by \( G^n_a(x, g_n(x)) = 0, x \in X \) (see (2.2) and the definition of \( G^n \)). By Assumption 1c) and the Implicit Function Theorem (see [4], pp. 210–211), it is obtained that \( g_n \in C^1(int(X); A) \). Then \( W'_n(x) = G^n_a(x, g_n(x)) + G^n_a(x, g_n(x))g'_n(x) \), \( x \in X \). Using the first-order condition in the last equality it results that \( W'_n(x) = G^n_x(x, g_n(x)), \ x \in X \). Since \( G^n \in C^2(int(\mathbb{K}); \mathbb{R}) \) and \( g_n \in C^1(int(X); A) \), it is concluded that \( W_n \in C^2(int(X); \mathbb{R}) \). \( \square \)

The following Assumption will be used to obtain the EE (see (3.2) below).

Assumption 2.

a) \( X, A \subset \mathbb{R}^p \).

b) There is the inverse of the matrix \( F_a \). It will be denoted by \( F_a^{-1} \).

c) The function \( H(x, a) := (c_x - c_a F_a^{-1} F_a^{tr})(x, a), (x, a) \in \mathbb{K} \) is invertible in the second variable with the inverse \( H^{-1} : X \times H[\mathbb{K}] \to A \), where \( H[\mathbb{K}] := \{ H(x, a) : (x, a) \in \mathbb{K} \} \).

Remark 3.3. Observe that the function \( H \) in Assumption 2c) is given in terms of the derivatives of the cost function \( c \), of the dynamic of the system \( F \) and of its inverse \( F^{-1} \).

In Theorem 3.4 below, for each \( n \), the functions \( H \) and \( H^{-1} \) will be used to present the derivatives of the value iteration function \( W_n \) and the maximizer \( g_n \), respectively. In Example 4.4, \( H \) and \( H^{-1} \) will be explicitly obtained and Assumption 2c) will be verified for these functions (see Lemma 4.5 below).
Theorem 3.4. Under Assumptions 1 and 2, the derivatives of the value functions \( W_n, n = 1, 2, \ldots \), satisfy the Euler’s Equation:

\[
\alpha W'_{n-1} (F(x, H^{-1}(x, W'_n(x)))) F_n(x, H^{-1}(x, W'_n(x))) + c_a(x, H^{-1}(x, W'_n(x))) = 0,
\]

\( x \in X \).

Proof. Observe that for each positive integer \( n \), the first-order condition for the optimality of \( G^n \) is

\[
\alpha W'_{n-1} (F(x, g_n(x))) F_a(x, g_n(x)) + c_a(x, g_n(x)) = 0,
\]

\( x \in X, g_n \in F \) and \( n = 1, 2, \ldots \). On the other hand, derivating (2.3) it is obtained that

\[
W'_n(x) = c_x(x, g_n(x)) + c_a(x, g_n(x)) g'_n(x) + \alpha W'_{n-1} (F(x, g_n(x))) [F_x(x, g_n(x)) + F_a(x, g_n(x)) g'_n(x)],
\]

\( x \in X \).

Now, substituting (3.3) in the last equation and using the definition of \( H \), it results that \( W'_n(x) = H(x, g_n(x)) \), \( x \in X \). Then, by the invertibility of \( H \) (see Assumption 2 c)) it yields that

\[
g_n(x) = H^{-1}(x, W'_n(x)),
\]

\( x \in X \). Substituting (3.4) in (3.3), the result follows.

\[ \square \]

4. DETERMINISTIC EXAMPLES

In this section two examples will be presented. These examples are going to illustrate the theory of the previous section.

Example 4.1. Let \( X = A = A(x) = \mathbb{R}, x \in X \). The cost function and the dynamic of the system are \( c(x, a) = x^2 + \frac{1}{2} a^2 \), and \( x_{t+1} = (a_t^2 + 1)^{-1/4}, t = 0, 1, \ldots, (x, a) \in \mathbb{R}, \) respectively.

Lemma 4.2. For Example 4.1, for each \( n = 1, 2, \ldots \)

a) \( W_n \) is convex;

b) \( W_n \in C^2(int(X); \mathbb{R}) \) and \( g_n \in C^1(int(X); A) \);

c) The value functions \( W_n \) satisfy

\[
W_n(x) = x^2 + D_n,
\]

\( x \in X \), and

\[
D_n - \alpha D_{n-1} = \alpha,
\]

with \( D_0 = 0 \).
Proof.

a) The proof is made by induction and is similar to the proof of Lemma 6.2 in [3].

b) The proof will be made by induction. For \( n = 1 \), \( W_1(x) = x^2 \), and \( g_1(x) = 0 \), \( x \in X \). Then, \( W_1 \in C^2(X; \mathbb{R}) \) and \( g_1 \in C^1(X; A) \). Suppose that \( W_n \in C^2(X; \mathbb{R}) \) and \( g_n \in C^1(X; A) \), for \( n > 1 \). Since \( W_n \) is convex for \( n = 1, 2, \ldots \), then for each \( x \in X \),

\[
C^{n+1}_{aa}(x, a) > 0, \quad a \in A(x). \tag{4.1}
\]

Then the result follows by Lemma 3.2.

c) Let \( n > 1 \). In this case the equation (3.3) is

\[
g_n(x) = \frac{\alpha}{2} g_n(x) W'_{n-1} \left( \frac{1}{\sqrt[4]{(g_n(x))^2 + 1}} \right) \left( (g_n(x))^2 + 1 \right)^{-5/4}, \tag{4.3}
\]

\( x \in X \). On the other hand,

\[
W_n(x) = x^2 + (1/2) (g_n(x))^2 + \alpha W_{n-1} \left( 1/ \sqrt[4]{(g_n(x))^2 + 1} \right),
\]

\( x \in X \). Derivating \( W_n \) and using (4.3) it results that \( W'_n(x) = 2x, x \in X \). Hence, \( W_n(x) = x^2 + D_n, x \in X \) and \( D_n \in \mathbb{R} \). Substituting \( W_n \) and \( W_{n-1} \) in (3.2) yields (4.2).

Lemma 4.3. For Example 4.1, the optimal value function and the optimal policy are given by

\[
W(x) = x^2 + \frac{\alpha}{1 - \alpha}, \tag{4.4}
\]

and

\[
g(x) = 0, \tag{4.5}
\]

respectively, \( x \in X \).

Proof. By c) of the previous lemma, \( W_n(x) = x^2 + D_n, n = 1, 2, \ldots, x \in X \), and \( D_n \) is a constant real to determine. The sequence \( D_n \) is convergent to \( D = \alpha/(1 - \alpha) \), due to \( W_n(x) \rightarrow W(x), x \in X \) and (4.2). Then, when \( n \rightarrow \infty \) in (4.1), (4.4) results. Finally, substituting (4.4) in (2.4), results that the first-order condition is

\[
g(x) - \frac{\alpha g(x)}{\left( (g(x))^2 + 1 \right)^{3/2}} = 0, \quad x \in X,
\]

where the only solution is \( g(x) = 0, x \in X \). Hence (4.5) results. \( \square \)
Example 4.4. An Economic Growth Model (see [13] and [15]). Let \( \delta \in (0, 1) \) be a fixed number. Take \( X = A = [0, 1) \), and \( A(0) = \{0\} \), \( A(x) = (0, x^\delta] \), \( x \in X \), \( x \neq 0 \). The dynamic of the system is given by the difference equation \( x_{t+1} = x_t^\delta - a_t \), \( t = 0, 1, \ldots \), and the reward function is defined by \( r(x, a) = \ln a \), if \( x \in (0, 1) \), \( a \in (0, x^\delta] \), and \( r(0, 0) = -\infty \). Suppose that \( 0 < \alpha \delta < 1 \).

Notice that in the example \( Q(\{x^\delta - a\} | x, a) = 1 \) if \( x \in (0, 1), a \in (0, x^\delta] \), and \( Q(\{0\} | 0, 0) = 1 \). Moreover, for each \( n = 1, 2, \ldots \), \( W_n(0) = -\infty \), \( g_n(0) = 0 \), \( W(0) = -\infty \), and \( g(0) = 0 \). (Observe that this example can be considered as a case of a non-negative cost, taking \( c(x, a) = -r(x, a) = -\ln a \geq 0 \), \( (x, a) \in \mathbb{K} \).)

The rest of the solution of the example is given in the following lemmas.

Lemma 4.5. For Example 4.4,

a) \( W_n \) is concave for each \( n = 1, 2, \ldots \);

b) \( W_n \in C^2(int(X); \mathbb{R}) \) and \( g_n \in C^1(int(X); A) \) for each \( n = 1, 2, \ldots \);

c) The value functions \( W_n, n = 2, 3, \ldots \) satisfy the functional equation

\[
\frac{W_n'(x)}{\delta x^{\delta-1}} = \alpha W_{n-1} \left( x^{\delta-1} \frac{W_n'(x) x^{\delta} - \delta}{W_n'(x)} \right), \tag{4.6}
\]

\( x \in (0, 1) \). Moreover,

\[
W_n'(x) = (\delta/x) \sum_{k=0}^{n-1} (\alpha \delta)^k, \tag{4.7}
\]

\( n = 1, 2, \ldots, 0 < x < 1 \).

Proof.

a) Similar to the proof of Lemma 6.2 in [3].

b) The proof will be made by induction. For \( n = 1 \), it results that

\[
W_1(x) = \max_{a \in (0, x^\delta]} \ln a = \delta \ln x,
\]

\( x \in (0, 1) \). Then, \( W_1 \in C^2(int(X); \mathbb{R}) \) and \( g_1 \in C^1(int(X); A) \). Suppose that \( W_n \in C^2(int(X); \mathbb{R}) \) and \( g_n \in C^1(int(X); A) \), for \( n > 1 \). Then,

\[
W_{n+1}(x) = \max_{a \in (0, x^\delta]} \left[ \ln a + \alpha W_n(x^\delta - a) \right],
\]

\[
= \max_{a \in (0, x^\delta]} \left[ \ln a + \alpha W_n(x^\delta - a) \right],
\]

\( x \in (0, 1) \), because \( W_{n+1}(x^\delta - x^\delta) = W_{n+1}(0) = -\infty \). Hence, the optimal policy \( g_{n+1}(x) \in (0, x^\delta), x \in X \). On the other hand, \( G_{aa}^{n+1}(x, a) = -a^{-2} + \alpha W_n''(x^\delta - a) < 0, (x, a) \in \mathbb{K} \), since \( W_n \) is concave for \( n = 1, 2, \ldots \). Then the result follows by Lemma 3.2.
c) Since $H(x, a) = (\delta x^{\delta-1})/a$, $(x, a) \in \hat{K} := \{(x, a) : x \in (0, 1), a \in (0, x^\delta)\}$ and $H^{-1}(x, u) = (\delta x^{\delta-1})/u$, $x \in (0, 1)$ and $u \in (\delta/x, \infty)$, Assumption 2 holds and, using Theorem 3.4, (4.6) follows.

Now, for $n = 1$, it is obtained that

$$W_1(x) = \max_{a \in (0, x^\delta]} \ln a = \delta \ln x,$$

$x \in (0, 1)$, and $W_1'(x) = \delta/x, x \in (0, 1)$. For $n > 1$, suppose that $W_{n-1}'(x) = (\delta/x) \sum_{k=0}^{n-2} (\alpha \delta)^k$, $x \in (0, 1)$. Then, substituting $W_{n-1}'$ in (4.6), (4.7) results. □

**Lemma 4.6.** For Example 4.4, the optimal value function and the optimal policy are given by

$$W(x) = \frac{\delta}{1 - \alpha \delta} \ln x + M,$$

(4.8)

and

$$g(x) = (1 - \alpha \delta)x^\delta,$$

(4.9)

respectively, where $x \in (0, 1)$ and

$$M = \frac{1}{1 - \alpha} \left[ \ln(1 - \alpha \delta) + \frac{\alpha \delta}{1 - \alpha \delta} \ln(\alpha \delta) \right].$$

(4.10)

**Proof.** By Lemma 4.5, it results that $W_n(x) = \delta \sum_{k=0}^{n-1} (\alpha \delta)^k \ln x + M_n$, $n = 1, 2, \ldots$, $x \in (0, 1)$, and $M_n$ is a real constant to determine. The sequence $\{M_n\}$ is convergent to a real number $M$, because $W_n(x) \to W(x)$, $x \in (0, 1)$, and $\sum_{k=0}^{\infty} (\alpha \delta)^k = 1/(1 - \alpha \delta)$. Then, (4.8) follows. Substituting (4.8) in (2.4), it results that

$$\frac{\delta}{1 - \alpha \delta} \ln x + M = \max_{a \in (0, x^\delta]} \left[ \ln a + \frac{\alpha \delta}{1 - \alpha \delta} \ln(x^\delta - a) + \alpha M \right],$$

(4.11)

$x \in (0, 1)$. The first-order condition for the right-hand side of (4.11) is $1/g(x) = \alpha \delta/[(1 - \alpha \delta)(x^\delta - g(x))]$, $x \in (0, 1)$. Solving this equation for $g$, it results that

$$g(x) = (1 - \alpha \delta)x^\delta,$$

$x \in (0, 1)$. Substituting $g$ in (4.11), it is obtained that

$$\frac{\delta}{1 - \alpha \delta} \ln x + M = \ln(1 - \alpha \delta) + \delta \ln x + \frac{\alpha \delta}{1 - \alpha \delta} \ln(\alpha \delta) + \frac{\alpha \delta^2}{1 - \alpha \delta} \ln x + \alpha M,$$

$x \in (0, 1)$. Then, $M = \ln(1 - \alpha \delta) + \ln(\alpha \delta)\alpha \delta/ (1 - \alpha \delta) + \alpha M$. Solving this for $M$, (4.10) is obtained. □
5. DETERMINISTIC CONTROL SYSTEMS
PERTURBED BY A RANDOM NOISE

As in Section 2, consider a deterministic problem with space state $X$, space control $A (X \subseteq \mathbb{R}^p$ and $A \subseteq \mathbb{R}^m$, $p, m \geq 1$ are integers), with admissible sets $A(x) \subset A$, $x \in X$. Suppose that the dynamic of the system is given by the difference equation $x_{t+1} = F(x_t, a_t), t = 0, 1, \ldots$, where $F: \mathbb{K} \rightarrow X$ is a given measurable function, and the cost function $c: \mathbb{K} \rightarrow \mathbb{R}$ is a nonnegative and measurable function.

Now, consider a stochastic control system with the same state space $X$, the control space $A$, the admissible sets $A(x), x \in X$, and the cost function $c$, but with the following dynamic of the system:

$$x_{t+1} = L(F(x_t, a_t), \xi_t), \quad (5.1)$$

$t = 0, 1, \ldots$, where $\{\xi_t\}$ is a sequence of i.i.d. random elements taking values in a Borel space $S \subset \mathbb{R}^k$ ($k \geq 1$ is an integer) with density function $\Delta$. $L : X \times S \rightarrow X$ is assumed to be a measurable function.

Observe that in this case the transition law $Q_L$ is given by

$$Q_L(B | x, a) = \int I_B(L(F(x, a), s)) \Delta(s) \, ds, \quad (5.2)$$

$B \in \mathcal{B}(X)$ and $(x, a) \in \mathbb{K}$. Also notice that the sets $\mathcal{B}$ and $\mathcal{M}$ are the same for the deterministic system $(X, A, \{A(x) : x \in X\}, Q_F, c)$ and for the stochastic system $(X, A, \{A(x) : x \in X\}, Q_L, c)$ (see Section 2).

A control policy is a sequence $\pi = \{\pi_t\}$ such that for each $t = 0, 1, \ldots$, $\pi_t(\cdot | h_t)$ is a stochastic kernel on $\mathcal{B}(A)$, given the history $h_t = (x_0, a_0, \ldots, x_{t-1}, a_{t-1}, x_t)$, and which satisfies the constraint $\pi_t(A(x_t) | h_t) = 1$. The class of all policies is denoted by $\Pi$.

Notice that $\mathcal{F} \subset \mathcal{M} \subset \Pi$.

For each policy $\pi$ and initial state $x_0 = x \in X$, a probability measure $P^\pi_x$ is defined on the space $\Omega = (X \times A)^\infty$ in a canonical way. $E^\pi_x$ denotes the corresponding expectation operator.

For each policy $\pi$ and initial state $x \in X$, it is defined that

$$v(\pi, x) := E^\pi_x \left[ \sum_{t=0}^{\infty} \alpha^t c(x_t, a_t) \right]. \quad (5.3)$$

$v(\pi, x)$ is called the expected total discounted cost, where $\alpha \in (0, 1)$ is the discount factor.

A Markov control process for which the transition law is given by (2.1) will be referred to as a deterministic control system. In the case of the transition law given by (5.1), it will be referred to as a stochastic control system.

The stochastic optimal control problem consists of determining a policy $\pi^* \in \Pi$, such that

$$v(\pi^*, x) = \inf_{\pi \in \Pi} v(\pi, x),$$
$x \in X$. $\pi^*$ will be called an optimal policy. The function $V$ defined by

$$V(x) := \inf_{\pi \in \Pi} v(\pi, x), \quad (5.4)$$

$x \in X$, will be called the optimal value function.

Let $(X, A, \{A(x) : x \in X\}, Q_F, c)$ be a fixed deterministic control system with corresponding stochastic control system $(X, A, \{A(x) : x \in X\}, Q_L, c)$. Besides, let $W$ be the optimal value function and $g$ be the optimal policy for the deterministic control system.

**Assumption 3.**

a) The optimal value function $W$ and the optimal policy $g$ are known for the deterministic control system.

b) There exist a non-negative measurable function $h : S \to \mathbb{R}$, such that

$$\int W(y)Q_L(dy|x,a) = W(F(x,a)) + \int h(s)\Delta(s)\,ds,$$

$(x,a) \in K$.

c) There exists $\vartheta \in [0, 1)$ and $N \geq 0$ such that

$$\int W(y)Q_L(dy|x,a) \leq \vartheta W(x) + N,$$

$(x,a) \in K$.

**Remark 5.1.**

a) Assumption 3 a) has been analyzed in the first part of this paper (see Section 3). $W$ and $g$ can be obtained by means of the Euler’s equation or, directly, by means of the value iteration algorithm.

b) Assumption 3 b) can be checked directly once that $W$ is known.

c) Notice that if $c$ is bounded with upper bound $\hat{N}$, then Assumption 3 c) holds with $\vartheta = 0$ and $N = \hat{N}/(1 - \alpha)$.

**Definition 5.2.** $M(X)^+$ denotes the cone of non-negative measurable functions on $X$, and, for every $U \in M(X)^+$, $TU$ is the function on $X$ defined as

$$TU(x) := \min_{a \in A(x)} \left[ c(x,a) + \alpha \int U(y)Q_L(dy|x,a) \right],$$

$x \in X$. $T$ is known as the dynamic programming operator associated to $(X, A, \{A(x) : x \in X\}, Q_L, c)$. 

Definition 5.3. Let \( R \subset M(X)^+ \), \( R \) is invariant with respect to the dynamic programming operator (see Definition 5.2), if for each \( U \in R \), \( TU \in R \).

Lemma 5.4. Let \( L := \{ W + \lambda : \lambda \in \mathbb{R} \} \). Then under Assumption 3, \( L \) is invariant with respect to the dynamic programming operator \( T \).

Proof. Take \( U \in L \). Hence, \( U(x) = W(x) + \lambda \), \( x \in X \) for some \( \lambda \in \mathbb{R} \). Then

\[
TU(x) = \min_{a \in A(x)} \left[ c(x, a) + \alpha \int U(y)Q_L(dy | x, a) \right]
\]

\[
= \min_{a \in A(x)} [c(x, a) + \alpha E[U(L(F(x, a), \xi))]],
\]

\[
= \min_{a \in A(x)} [c(x, a) + \alpha E[W(L(F(x, a), \xi)) + \lambda]],
\]

\[
= \min_{a \in A(x)} [c(x, a) + \alpha W(F(x, a))] + \lambda,
\]

\[
= W(x) + \lambda,
\]

\( x \in X \), where \( \lambda = \alpha \left( E[h(\xi)] + \lambda \right) \), and

\[
E[h(\xi)] = \int h(s)\Delta(s) \, ds.
\]

Therefore, \( TU \in L \). \( \square \)

Lemma 5.5. Under Assumption 3, \( T W = W \), where

\[
W(x) := W(x) + \frac{\alpha}{1 - \alpha} E[h(\xi)],
\]

\( x \in X \).

Proof. Note that in the proof of the previous lemma, \( TU = U \) if and only if \( \lambda = [\alpha/(1 - \alpha)] E[h(\xi)] \). Then \( TW = W \). This concludes the proof of Lemma 5.5. \( \square \)

Theorem 5.6. Under Assumption 3, the value function of the stochastic control system is \( W \), i.e. \( V = W \). Moreover, \( V(x) = v(g, x) \), \( x \in X \) (hence \( g \) is an optimal policy for the stochastic control system).

Proof. Since \( TW = W \) and \( g \) is an optimal policy for the deterministic problem, it results that

\[
W(x) = c(x, g(x)) + \alpha \int W(y)Q_L(dy | x, g(x)),
\]

\( x \in X \). Iterating the last equality, it results that

\[
W(x) = E^g_x \left[ \sum_{t=0}^{n-1} \alpha^t c(x_t, a_t) \right] + \alpha^n E^g_x W(x_n),
\]

where \( E^g_x \) denotes the discounted state-value function of the deterministic problem.
for all \( n \geq 1, x \in X \). Since, \( W \) is nonnegative, \( W(x) \geq E_x^g \left[ \sum_{t=0}^{n-1} \alpha^t c(x_t, a_t) \right], \)
\( n \geq 1, x \in X \). Then, when \( n \to \infty \) in the last inequality, it is obtained that
\[
W(x) \geq v(g, x),
\] (5.5)
x \in X. Therefore, \( W \geq V \).

On the other hand, let \( \pi \in \Pi \) and \( x \in X \). Then using the Markov-like property (see [9], p. 20) and \( T \overline{W} = \overline{W} \), it results that for each \( t = 0, 1, \ldots, \)
\[
E_x^\pi [\alpha^{t+1} W(x_{t+1}) | h_t, a_t] = \alpha^t \left[ \alpha \int_X W(y) Q_L(dy | x_t, a_t) \right],
\]
\[
= \alpha^t \left[ c(x_t, a_t) + \alpha \int_X W(y) Q_L(dy | x_t, a_t) - c(x_t, a_t) \right],
\]
\[
\geq \alpha^t \left[ W(x_t) - c(x_t, a_t) \right].
\]
Hence, \( \alpha^t c(x_t, a_t) \geq -E_x^\pi [\alpha^{t+1} W(x_{t+1}) - \alpha^t W(x_t)] | h_t, a_t] \). Taking expectations and adding \( t = 0, \ldots, n - 1 \), it is obtained that
\[
E_x^\pi \left[ \sum_{t=0}^{n-1} \alpha^t c(x_t, a_t) \right] \geq W(x) - \alpha^n E_x^\pi [W(x_n)],
\] \( x \in X \). Since \( W(x) = W(x) + [\alpha/(1 - \alpha)] E[h(\xi)], x \in X, \)
\[
E_x^\pi \left[ \sum_{t=0}^{n-1} \alpha^t c(x_t, a_t) \right] \geq W(x) - \alpha^n E_x^\pi [W(x_n)] - \frac{\alpha^{n+1}}{1 - \alpha} E[h(\xi)].
\] (5.6)
x \in X. On the other hand, using Assumption 3 c), it results that
\[
E_x^\pi [W(x_n) | h_{n-1}, a_{n-1}] = \int W(y) Q_L(dy | x_{n-1}, a_{n-1}),
\]
\[
\leq \vartheta W(x_{n-1}) + N.
\]
Therefore \( E_x^\pi [W(x_n)] \leq \vartheta E_x^\pi [W(x_{n-1})] + N \). Iterating this inequality yields \( E_x^\pi [W(x_n)] \leq \vartheta^n W(x) + (1 + \vartheta + \cdots + \vartheta^{n-1})N \). Then it is obtained by (5.6) that
\[
E_x^\pi \left[ \sum_{t=0}^{n-1} \alpha^t c(x_t, a_t) \right] \geq W(x) - (\alpha \vartheta)^n W(x) - \alpha^n N \sum_{k=0}^{n-1} \vartheta^k - \frac{\alpha^{n+1}}{1 - \alpha} E[h(\xi)],
\] (5.7)
x \in X. Finally, letting \( n \to \infty \) in (5.7) gives
\[
E_x^\pi \left[ \sum_{t=0}^{\infty} \alpha^t c(x_t, a_t) \right] \geq W(x),
\] (5.8)
x \in X (recall that \( \vartheta \in [0, 1) \) and observe that \( 0 < \alpha \vartheta < 1 \)).

Now, from (5.8) and since \( \pi \) and \( x \) are arbitrary, \( V \geq W \).

Therefore, \( \overline{W} = V \). Now, combining (5.4) and (5.5) it follows that \( V(x) = v(g, x), \)
x \in X. Therefore \( g \) is optimal for the stochastic control system. This is the end of the proof of Theorem 5.6. \( \square \)
6. STOCHASTIC EXAMPLES

Example 6.1. Consider the deterministic model worked on in Example 4.1 with the following variant in the dynamic of the system $x_{t+1} = 1/\sqrt{(a_t)^2 + 1} + \xi_t$, $t = 0, 1, \ldots$, and $\{\xi_t\}$ as a sequence of i.i.d. random elements taking values in $S = \mathbb{R}$. It is supposed that these elements have the mean equal to zero and a finite variance $\sigma^2$.

Lemma 6.3. For Example 6.1, the optimal value function $V$ and the optimal policy $g$ are given by

$$V(x) = x^2 + \frac{\alpha(\sigma^2 + 1)}{1 - \alpha}, \quad \text{and} \quad g(x) = 0,$$

$x \in X$, respectively (see Example 4.1).

Proof. To prove the Lemma, it is just necessary to verify Assumption 3 and recall that the optimal value function and the optimal policy to the deterministic problem are $W(x) = x^2 + D$, and $g(x) = 0$, $x \in X$, respectively. Then

$$E \left[ W\left(\frac{1}{\sqrt{a^2 + 1}} + \xi\right) \right] = E \left[ \left(\frac{1}{\sqrt{a^2 + 1}} + \xi\right)^2 + D \right],$$

$$= \left(\frac{1}{\sqrt{a^2 + 1}}\right)^2 + \sigma^2 + D,$$

$$= W\left(\frac{1}{\sqrt{a^2 + 1}}\right) + E[h(\xi)],$$

$x \in X$, where $h(u) = s^2$, $s \in \mathbb{R}$. Assumption 3 c) is verified with $\vartheta = 0$ and $N = 1 + \sigma^2 + D$. Then using Theorem 5.6, the result follows. □

Example 6.3. A Stochastic Economic Growth Model [15]. Consider the deterministic growth model worked on in Example 4.4 with the stochastic dynamic of the system given by $x_{t+1} = (x_t^\delta - a_t) \xi_t$, $t = 0, 1, \ldots$, where $\{\xi_t\}$ is a sequence of i.i.d. random elements taking values in $S = (0, 1)$. Let $\kappa := E(\ln \xi)$, where $\xi$ is a generic element of the sequence $\{\xi_t\}$. Suppose that $\kappa$ is finite.

Lemma 6.4. For Example 6.3, the value function $V$ and the optimal policy $g$ are given by

$$V(x) = \frac{\delta}{1 - \alpha \delta} \ln x + \frac{1}{1 - \alpha} \left[ \ln(1 - \alpha \delta) + \frac{\alpha \delta}{1 - \alpha \delta} \ln(\alpha \delta) \right] + \frac{\alpha \delta}{(1 - \alpha \delta)(1 - \alpha)} \kappa,$$

and $g(x) = (1 - \alpha \delta)x^\delta$, $x \in (0, 1)$, respectively.

Proof. In this case, using the deterministic solution (see Example 4.4), it results that

$$E \left[ W((x^\delta - a) \xi) \right] = E \left[ \frac{\delta}{1 - \alpha \delta} \ln \left[ (x^\delta - a) \xi \right] + M \right],$$

$$= \frac{\delta}{1 - \alpha \delta} \ln (x^\delta - a) + M + \frac{\delta}{1 - \alpha \delta} \kappa,$$

$$= W(x^\delta - a) + E[h(\xi)],$$
(x, a) ∈ K and h(s) = [δ/(1 − αδ)] ln s, s ∈ S. Assumption 3 c) can be proved in the following way:

\[ \int W((x^\delta - a)s)\Delta(s) \, ds = \int \left( \frac{\delta}{1 - \alpha \delta} \ln [(x^\delta - a)s] + M \right) \Delta(s) \, ds, \]
\[ = \frac{\delta}{1 - \alpha \delta} \ln (x^\delta - a) + M + \frac{\delta}{1 - \alpha \delta} \kappa, \]
\[ \leq \frac{\delta^2}{1 - \alpha \delta} \ln x + M + \frac{\delta}{1 - \alpha \delta} \kappa, \]
\[ = \delta \left[ \frac{\delta}{1 - \alpha \delta} \ln x + M \right] + \frac{\delta}{1 - \alpha \delta} \kappa + M(1 - \delta), \]

(x, a) ∈ ˆK. The last inequality is due to 0 < x^\delta - a ≤ x^\delta and 0 < δ < 1. Therefore, Assumption 3 holds with \( \vartheta = \delta \) and \( N \geq \delta \kappa/(1 - \alpha \delta) + M(1 - \delta) \), where N is positive. □

Now, the following Example illustrates that the theory developed in Section 5 holds for some non-convex models.

**Example 6.5.** Let \( \zeta \) be a fixed positive real number. Let \( X = (0, \zeta) \), \( A = A(x) = [-\pi, \pi/2], x \in X \). The cost and the dynamic of the system are the following:

\[ c(x, a) = x + \sin a + 1, \text{ and } x_{t+1} = \theta x_t, \ t = 0, 1, 2, \ldots \text{ with } 0 < \theta < 1. \]

**Lemma 6.6.** For Example 6.5, the iteration value functions \( W_n, n = 1, 2, \ldots \), are given by

\[ W_n(x) = (1 + \alpha \theta + \cdots + (\alpha \theta)^{n-1})x, \quad (6.1) \]

\( x \in X \).

**Proof.** The proof will be made by induction. For \( n = 1 \),

\[ W_1(x) = \min_{a \in A(x)} [x + \sin a + 1] = x, \]

\( x \in X \). Suppose that for \( n > 1 \), \( W_n(x) = (1 + \alpha \theta + \cdots + (\alpha \theta)^{n-1})x \). Since the minimum of the function \( \eta(a) = \sin a, \ a \in [-\pi, \pi/2] \) is uniquely attained in \( a^* = -\pi/2 \), then \( g_{n+1}(x) = -\pi/2 \) and

\[ W_{n+1}(x) = \min_{a \in A(x)} [x + \sin a + 1 + \alpha W_n(\theta x)], \]
\[ = \min_{a \in A(x)} \left[ x + \sin a + 1 + \alpha \theta(1 + \alpha \theta + \cdots + (\alpha \theta)^{n-1})x \right], \]
\[ = (1 + \alpha \theta + \cdots + (\alpha \theta)^{n})x, \]

\( x \in X \). This completes the proof of Lemma 6.6. □
Lemma 6.7. The value function and the optimal policy are given by $W(x) = x/(1 - \alpha \theta)$, $g(x) = -\pi/2$, $x \in X$, respectively.

Proof. Using Lemma 6.6 (and the fact that $0 < \alpha \theta < 1$), when $n$ tends to $\infty$ in (6.1), it is obtained that $W(x) = [1/(1 - \alpha \theta)] x$, $x \in X$. Finally, substituting $W$ in (2.2), it results that $g(x) = -\pi/2$, $x \in X$. \qed

Now, suppose that the dynamic of the system is perturbed in the following form: $x_{t+1} = \theta x_t + \xi_t$, $t = 0, 1, \ldots$, where $\{\xi_t\}$ is a sequence of i.i.d. random elements taking values in $S = (0, (1 - \theta) \zeta)$. It is supposed that these elements have a finite mean $\mu$.

Lemma 6.8. For the stochastic version of Example 6.5, the value function $V$ and the optimal policy $g$ are given by

$$V(x) = \frac{1}{1 - \alpha \theta} x + \frac{\alpha}{1 - \alpha \mu}$$

and $g(x) = -\pi/2$, $x \in X$, respectively.

Proof. Using the deterministic solution, it follows that

$$E[W(\theta x + \xi)] = E \left[ \frac{\theta x}{1 - \alpha \theta} + \xi \right],$$

$$= W(\theta x) + E[h(\xi)],$$

$x \in X$ and $h(s) = s$, $s \in S$. Note that, in this case, the cost is bounded. Then Assumption 3c) holds. Therefore, by Theorem 5.6, the result follows. \qed
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