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#### Abstract

Bi-capacities have been recently introduced as a natural generalization of capacities (or fuzzy measures) when the underlying scale is bipolar. They allow to build more flexible models in decision making, although their complexity is of order $3^{n}$, instead of $2^{n}$ for fuzzy measures. In order to reduce the complexity, the paper proposes the notion of $p$-symmetric bi-capacities, in the same spirit as for $p$-symmetric fuzzy measures. The main idea is to partition the set of criteria (or states of nature, individuals, ...) into subsets whose elements are all indifferent for the decision maker.
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## 1. INTRODUCTION

Recently, Grabisch and Labreuche [9, 10] have defined the concept of bi-capacity. Bi-capacities have their origin in situations in decision making where a bipolar scale is used.

In many problems dealing with bipolar scales, models based on classical fuzzy measures (as for example those based on Choquet integral, Šipoš integral or even on CPT (Cumulative Prospect Theory)) may fail to represent the preferences of the decision maker [10]. However, some of these situations could be solved through bi-capacities [10]. In this sense, Choquet integral with respect to a bi-capacity generalizes these three models.

On the other hand, fuzzy measures need $2^{n}-2$ coefficients to be completely determined; in order to reduce this complexity, we have defined the concept of $p$ symmetric fuzzy measures. These measures reflect the fact that some criteria may be indistinguishable for the decision maker and they constitute a middle term between symmetric fuzzy measures and general fuzzy measures. In a previous paper [15], we have shown some of their properties, paying special attention to the representation of $p$-symmetric fuzzy measures and the decomposition of Choquet integral.

[^0]The aim of the paper is to define $p$-symmetric bi-capacities in a similar way as $p$-symmetric fuzzy measures have been defined for fuzzy measures. The definition is based on the extension of the concepts of indifferent elements and subsets of indifference, thus keeping as far as possible the construction of $p$-symmetric fuzzy measures.

The rest of the paper is organized as follows: We introduce the basic concepts on fuzzy measures that are needed throughout the paper in the next section. In Sections 3 and 4 we give a brief survey about $p$-symmetric fuzzy measures and bi-capacities, respectively. In Section 5 we define $p$-symmetric bi-capacities and study some of their properties, in particular looking for a simple representation. In Section 6 we deal with Choquet integral with respect to a $p$-symmetric bi-capacity. Finally, in Section 7 we briefly study the definition of $p$-symmetry for $k$-ary capacities. We finish with some conclusions.

## 2. BASIC BACKGROUND ON FUZZY MEASURES

We consider a finite set of $n$ elements (states of nature, criteria, etc.) $X=\left\{x_{1}, \ldots, x_{n}\right\}$, and denote $\mathcal{P}(X)$ the set of subsets of $X$. Subsets of $X$ will be denoted by $A, B, \ldots$ and also by $A_{1}, A_{2}, \ldots$

Definition 1. (See $[2,3,19]$.) A (discrete) fuzzy measure or capacity over $(X, \mathcal{P}(X))$ is a mapping $\mu: \mathcal{P}(X) \rightarrow[0,1]$ such that
$-\mu(\emptyset)=0, \mu(X)=1$ (boundary conditions).
$-\forall A, B \in \mathcal{P}(X)$ such that $A \subseteq B$, then $\mu(A) \leq \mu(B)$ (monotonicity).

From a mathematical point of view, fuzzy measures are a generalization of probabilities, exchanging additivity by monotonicity.

Fuzzy measures have proved to be a very valuable tool in multicriteria decision making (see e.g. [6]).

Symmetric fuzzy measures are a special case of fuzzy measures that are the basis for $p$-symmetric fuzzy measures.

Definition 2. A fuzzy measure $\mu$ is said to be symmetric if it satisfies for any $A, B \in \mathcal{P}(X)$,

$$
|A|=|B| \Rightarrow \mu(A)=\mu(B)
$$

An equivalent representation of fuzzy measures is given by the Möbius inverse. This transformation is an invertible linear transform of set functions, and is a fundamental notion in fuzzy measure theory [1].

Definition 3. (See [18].) Let $\mu$ be a set function (not necessarily a fuzzy measure) on $X$. The Möbius transform (or inverse) of $\mu$ is another set function $m_{\mu}$ on $X$ defined by

$$
\begin{equation*}
m_{\mu}(A):=\sum_{B \subseteq A}(-1)^{|A \backslash B|} \mu(B), \quad \forall A \subseteq X \tag{1}
\end{equation*}
$$

Identifying $\mathcal{P}(X)$ with $\{0,1\}^{|X|}$, a subset $A \subseteq X$ can be denoted by a vector $\left(y_{1}, \ldots, y_{n}\right)$ with $y_{i}=1$ whenever $x_{i} \in A$ and $y_{i}=0$ otherwise. Then, $\mu(A)$ can be rewritten as $\mu\left(y_{1}, \ldots, y_{n}\right)$ and $\mu$ becomes a pseudo-boolean function [12]. We will call this notation of $\mu$ as the vectorial notation.

Consider now a mapping $f: X \rightarrow \mathbb{R}^{+}$; this mapping may represent the scores of an object on each criterium. In order to aggregate the different values, the so-called fuzzy integrals are used. One of the most important is the Choquet integral:

Definition 4. (See [2].) The Choquet integral of a function

$$
f: X \rightarrow \mathbb{R}^{+}
$$

with respect to a fuzzy measure $\mu$ on $X$ is defined by

$$
\begin{equation*}
\mathcal{C}_{\mu}(f):=\sum_{i=1}^{n}\left(f\left(x_{(i)}\right)-f\left(x_{(i-1)}\right)\right) \mu\left(B_{i}\right), \tag{2}
\end{equation*}
$$

where $\left\{x_{(1)}, \ldots, x_{(n)}\right\}$ is a permutation of the set $\left\{x_{1}, \ldots, x_{n}\right\}$ satisfying

$$
0=: f\left(x_{(0)}\right) \leq f\left(x_{(1)}\right) \leq \cdots \leq f\left(x_{(n)}\right)
$$

and $B_{i}:=\left\{x_{(i)}, \ldots, x_{(n)}\right\}$.
The Choquet integral is a generalization of the concept of expected value.
It must be noted that the Choquet integral is properly defined for any set function vanishing on the empty set: monotonicity is not mandatory in (2).

Remark also that, as we need to rank the values of $f$ and look for the different $B_{i}$, the Choquet integral has a high computational cost, except for some particular situations, e.g. probabilities or symmetric fuzzy measures.

Assume now that $f$ is a real-valued function, not restricted to $\mathbb{R}^{+}$. Then, the Choquet integral can be defined through two different ways.

Definition 5. (See [23].) Let $\mu$ be a fuzzy measure over $X$ and $f: X \rightarrow \mathbb{R}$ a real mapping. The symmetric Choquet integral or Šipoš integral is defined by

$$
\begin{equation*}
\check{\mathcal{C}}_{\mu}(f):=\mathcal{C}_{\mu}\left(f^{+}\right)-\mathcal{C}_{\mu}\left(f^{-}\right) \tag{3}
\end{equation*}
$$

with $f^{+}:=f \vee 0, f^{-}:=(-f)^{+}$.

Definition 6. Let $\mu$ be a fuzzy measure over $X$ and $f: X \rightarrow \mathbb{R}$ a real mapping. The asymmetric Choquet integral is defined by

$$
\begin{equation*}
\mathcal{C}_{\mu}(f):=\mathcal{C}_{\mu}\left(f^{+}\right)-\mathcal{C}_{\bar{\mu}}\left(f^{-}\right), \tag{4}
\end{equation*}
$$

with $\bar{\mu}(A):=1-\mu\left(A^{c}\right)$.
The Cumulative Prospect Theory (CPT) model is a generalization of these two definitions:

Definition 7. (See [22].) Let $\mu_{1}, \mu_{2}$ be two fuzzy measures over $X$ and $f: X \rightarrow \mathbb{R}$ a real mapping. The Cumulative Prospect Theory model with respect to $\mu_{1}, \mu_{2}$ is defined by

$$
\begin{equation*}
C P T(f):=\mathcal{C}_{\mu_{1}}\left(f^{+}\right)-\mathcal{C}_{\mu_{2}}\left(f^{-}\right) \tag{5}
\end{equation*}
$$

## 3. $p$-SYMMETRIC FUZZY MEASURES

The main drawback of fuzzy measures is their complexity. We need $2^{n}-2$ coefficients to properly define a fuzzy measure. Then, some subfamilies of fuzzy measures have been defined in an attempt to reduce complexity, e.g. $k$-additive measures [7], $\lambda$-measures [21], or more generally decomposable measures [4, 24]. Specially appealing are $k$-additive measures, as they fill the gap between probability measures and general fuzzy measures (see $[8,14]$ for details).

In the same spirit of $k$-additive measures, $p$-symmetric measures appear as a middle term between symmetric fuzzy measures and general fuzzy measures. They reduce the complexity of fuzzy measures and provide a generalization of the idea of symmetry.

Let us now turn to the complexity of the Choquet integral. It can be proved [5, 6] that the Choquet integral w.r.t. a symmetric fuzzy measure is an OWA operator [25]; then, the Choquet integral w.r.t. a symmetric fuzzy measure has a low complexity. Therefore, we define $p$-symmetric fuzzy measures in a way such that the corresponding Choquet integral has a reduced complexity.

The definition of $p$-symmetric fuzzy measure is based on the concept of indifferent elements and subsets of indifference.

Definition 8. (See [15].) Given two elements $x_{i}, x_{j}$ of the universal set $X$ and a fuzzy measure $\mu$ over $X$, we say that $x_{i}$ and $x_{j}$ are indifferent elements for $\mu$ if and only if

$$
\begin{equation*}
\forall A \subseteq X \backslash\left\{x_{i}, x_{j}\right\}, \mu\left(A \cup x_{i}\right)=\mu\left(A \cup x_{j}\right) \tag{6}
\end{equation*}
$$

If we consider the vectorial notation, two elements $x_{i}, x_{j} \in X$ are indifferent if

$$
\mu\left(y_{1}, \ldots, 1, \ldots, 0, \ldots, y_{n}\right)=\mu\left(y_{1}, \ldots, 0, \ldots, 1, \ldots, y_{n}\right)
$$

$$
\begin{equation*}
\forall y_{1}, \ldots, y_{i-1}, y_{i+1}, \ldots, y_{j-1}, y_{j+1}, \ldots, y_{n} \tag{7}
\end{equation*}
$$

Indeed, in Eq. (7) we are permuting values 0 and 1 (the possible values for any coordinate) in positions $i$ and $j$.

In decision making, the definition of indifferent elements reflects the fact that criteria $x_{i}$ and $x_{j}$ are equivalent, so that we do not care about which one is fulfilled.

This can be extended to more than two elements through subsets of indifference.

Definition 9. (See [15].) Given a subset $A$ of $X$, we say that $A$ is a subset of indifference for a fuzzy measure $\mu$ over $X$ if and only if $\forall B_{1}, B_{2} \subseteq A,\left|B_{1}\right|=\left|B_{2}\right|$ and $\forall C \subseteq X \backslash A$, we have

$$
\begin{equation*}
\mu\left(B_{1} \cup C\right)=\mu\left(B_{2} \cup C\right) \tag{8}
\end{equation*}
$$

From this definition, any two elements of the same subset of indifference are indifferent elements in the sense of Definition 8.

Remark that, for a given subset $A \subseteq X$, any arbitrary vector ( $y_{1}, \ldots, y_{n}$ ) representing some subset $B \subseteq X$, can be written as a pair of vectors ( $y_{A}, y_{-A}$ ) where $y_{A}$ denotes the coordinates $y_{i}$ such that $x_{i} \in A$ and $y_{-A}$ the coordinates of all $x_{i} \in A^{c}$. Therefore, we can also identify any permutation $\pi$ on $A$ with the corresponding permutation on $y_{A}$; then, with some abuse of notation, the effect of permutation $\pi$ on $y_{A}$ will be denoted by $y_{\pi(A)}$, and if $\pi\left(x_{i}\right)=x_{j}$, then $y_{\pi(i)}$ will denote the value $y_{j}$. Then, if we use the vectorial notation, Definition 9 translates into

Definition 10. Let $\mu$ be a fuzzy measure over $X$ and consider $A \subseteq X$. We say that $A$ is a subset of indifference if $\forall y_{A}$

$$
\begin{equation*}
\mu\left(y_{A}, y_{-A}\right)=\mu\left(y_{\pi(A)}, y_{-A}\right), \quad \forall y_{-A}, \tag{9}
\end{equation*}
$$

for any permutation $\pi$ on $A$.

Definition 11. Let $\Pi_{1}, \Pi_{2}$ be two partitions of $X$. We say that $\Pi_{2}$ is coarser than $\Pi_{1}$, denoted $\Pi_{1} \sqsubseteq \Pi_{2}$ if

$$
\forall A_{1} \in \Pi_{1}, \exists A_{2} \in \Pi_{2}, A_{1} \subseteq A_{2} .
$$

Remark that given two partitions of $X, \Pi_{1}=\left\{A_{1}, \ldots, A_{p}\right\}$ and $\Pi_{2}=\left\{B_{1}, \ldots, B_{q}\right\}$ such that $\Pi_{1} \neq \Pi_{2}$, it is always possible to find $i, j, k$ satisfying

$$
\begin{equation*}
A_{i} \cap B_{k} \neq \emptyset, A_{j} \cap B_{k} \neq \emptyset \text { or } B_{i} \cap A_{k} \neq \emptyset, B_{j} \cap A_{k} \neq \emptyset \tag{10}
\end{equation*}
$$

Now, we define $p$-symmetric fuzzy measures as follows:

Definition 12. (See [15].) Given a fuzzy measure $\mu$ over $X$, we say that $\mu$ is a p-symmetric fuzzy measure if and only if the coarsest partition of the universal set in subsets of indifference is formed of $p$ non-empty subsets $A_{1}, \ldots, A_{p}$. The partition $\left\{A_{1}, \ldots, A_{p}\right\}$ is called the indifference partition or basis of the $p$-symmetric fuzzy measure.

We will prove below (Corollary 1) that we have a unique coarsest partition, so that the concepts of $p$-symmetry and indifference partition are well-defined.

A symmetric fuzzy measure is just a 1 -symmetric fuzzy measure. Remark that we are dealing with the coarsest partition. Otherwise, a symmetric measure could be also considered as a $k$-symmetric fuzzy measure $\forall k \in\{1, \ldots, n\}$.

For a $p$-symmetric fuzzy measure w.r.t. the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$, we can identify $B \subseteq X$ with a $p$-dimensional vector ( $b_{1}, \ldots, b_{p}$ ) whose coordinates are given by $b_{i}=\left|A_{i} \cap B\right|, \forall i=1, \ldots, p$.

This property allows a reduction in the complexity of the measure:
Lemma 1. (See [16].) Let $\mu$ be a $p$-symmetric fuzzy measure on $X$ w.r.t. the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$. Then, it can be represented in a $\left(\left|A_{1}\right|+1\right) \times$ $\cdots \times\left(\left|A_{p}\right|+1\right)$ matrix whose coefficients are defined by

$$
M\left(i_{1}, \ldots, i_{p}\right):=\mu\left(i_{1}, \ldots, i_{p}\right), i_{j} \in\left\{0, \ldots,\left|A_{j}\right|\right\}
$$

This representation also allows a simple way to compute the coefficients $\mu\left(B_{j}\right)$ of the Choquet integral:

Theorem 1. (See [16].) Let $\mu$ be a $p$-symmetric fuzzy measure w.r.t. the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$ and consider the matrix representation of Lemma 1. Then, the corresponding values of $\mu\left(B_{i}\right)$ in Definition 4 can be computed by finding a path between the "points" $(0, \ldots, 0)$ and $\left(\left|A_{1}\right|, \ldots,\left|A_{p}\right|\right)$ applying the following rule: Assume $B_{j-1}$ corresponds to point $\left(i_{1}, \ldots, i_{p}\right)$ and $x_{(j)} \in A_{k}$, then $\mu\left(B_{j}\right)$ is in the point $\left(i_{1}, \ldots, i_{k}+1, \ldots, i_{p}\right)$ (see Figure 1 for an example with a 2 -symmetric fuzzy measure).

The number of possible paths is given in next lemma.
Lemma 2. (See [16].) Let $\mu$ be a $p$-symmetric fuzzy measure on $X$ with respect to the indifferent partition $\left\{A_{1}, \ldots, A_{p}\right\}$. Then, the number of paths from $(0, \ldots, 0)$ to $\left(\left|A_{1}\right|, \ldots,\left|A_{p}\right|\right)$ is the multinomial number

$$
\begin{equation*}
\binom{n}{\left|A_{1}\right|, \ldots,\left|A_{p}\right|}:=\frac{n!}{\left|A_{1}\right|!\cdots\left|A_{p}\right|!} \tag{11}
\end{equation*}
$$

The concept of $p$-symmetry permits also a decomposition of Choquet integral, as the next proposition shows. This relates to the IEC (inclusion-exclusion coverings) [20] and belongs to the field of Choquet decomposition.


Fig. 1. Possible path from $(0,0)$ to $(3,3)$ when $\left|A_{1}\right|=3$ and $\left|A_{2}\right|=3$.

Proposition 1. (See [16].) Let $\mu$ be a $p$-symmetric fuzzy measure on $X$ with respect to the partition $\left\{A_{1}, \ldots, A_{p}\right\}$, and suppose $\mu\left(A_{i}\right)>0, \forall i \in\{1, \ldots, p\}$. Then, the Choquet integral is given by

$$
\begin{equation*}
\mathcal{C}_{\mu}(f)=\sum_{i=1}^{p} \mu\left(A_{i}\right) \mathcal{C}_{\mu_{A_{i}}}(f)+\sum_{B \notin A_{j}, \forall j} m(B) \bigwedge_{x_{i} \in B} f\left(x_{i}\right), \tag{12}
\end{equation*}
$$

where $\mu_{A_{i}}$ is defined by

$$
\begin{equation*}
\mu_{A_{i}}(C):=\frac{\mu\left(A_{i} \cap C\right)}{\mu\left(A_{i}\right)}, \quad \forall C \subseteq X \tag{13}
\end{equation*}
$$

and $m$ denotes the Möbius transform of $\mu$.

## 4. BI-CAPACITIES

Despite the good properties of fuzzy measures, in some practical situations dealing with bipolar scales, Choquet and Šipoš integral, or more generally a CPT model, are not sufficiently appropriate to model and solve the practical problem [9]. Therefore, a generalization is needed. It is in this context where bi-capacities appear.

Definition 13. (See [9, 10].) Let us denote

$$
\mathcal{Q}(X):=\{(A, B) \in \mathcal{P}(X) \times \mathcal{P}(X) \text { s.t. } A \cap B=\emptyset\}
$$

A bi-capacity is a mapping $\nu: \mathcal{Q}(X) \rightarrow \mathbb{R}$ satisfying
$-\nu(\emptyset, \emptyset)=0, \nu(X, \emptyset)=1, \nu(\emptyset, X)=-1$.
$-\nu(\cdot, \cdot)$ is increasing w.r.t. set inclusion in the first coordinate and decreasing in the second.

From this definition, we have $\nu(\emptyset, C) \leq 0, \nu(C, \emptyset) \geq 0, \forall C \subseteq X$.
Remark that $\mathcal{Q}(X)$ can be identified with $\{-1,0,1\}^{|X|}$ and $(A, B) \in \mathcal{Q}$ can be denoted by $\left(y_{1}, \ldots, y_{n}\right)$ with $y_{i}=1$ if $x_{i} \in A, y_{i}=-1$ if $x_{i} \in B$, and $y_{i}=0$ otherwise. Consequently, $\nu(A, B)$ can be rewritten as $\nu\left(y_{1}, \ldots, y_{n}\right)$ in vectorial notation, and thus, the number of different coefficients that we need to completely determine a bi-capacity is $3^{n}$. Three of these coefficients are fixed by the conditions of Definition 13.

Choquet integral w.r.t. a bi-capacity is given in next definition.
Definition 14. (Sce [10].) Given a mapping $f: X \rightarrow \mathbb{R}$ and a bi-capacity $\nu$, the Choquet integral of $f$ w.r.t. $\nu$ is defined by

$$
\begin{equation*}
F_{\nu}(f):=\mathcal{C}_{\mu_{x}+}(|f|) \tag{14}
\end{equation*}
$$

where $|f|$ is the absolute value of $f, X^{+}=\{x \in X \mid f(x) \geq 0\}, X^{-}=X \backslash X^{+}$, and

$$
\begin{equation*}
\mu_{X^{+}}(A):=\nu\left(A \cap X^{+}, A \cap X^{-}\right), \quad \forall A \subseteq X \tag{15}
\end{equation*}
$$

This definition generalizes the definitions of Choquet integral and Šipoš integral w.r.t a fuzzy measure, and also the CPT model, as desired.

It must be remarked that $\mu_{X+}$ is a set function, but it is not a fuzzy measure in general.

## 5. $p$-SYMMETRIC BI-CAPACITIES

Let us now turn to the definition of $p$-symmetric bi-capacities. This definition should maintain the essence of $p$-symmetric measures; therefore, it should represent the fact that some elements may be indistinguishable for the decision maker.

The first step is to translate the concepts of indifferent elements and subset of indifference for bi-capacities.

Definition 15. Let $\nu$ be a bi-capacity and consider $x_{i}, x_{j} \in X$. We say that $x_{i}$ and $x_{j}$ are indifferent elements if for any $(A, B) \in \mathcal{Q}(X), A, B \subseteq X \backslash\left\{x_{i}, x_{j}\right\}$ the following holds:

$$
\begin{gather*}
\nu\left(x_{i} \cup A, B\right)=\nu\left(x_{j} \cup A, B\right),  \tag{16}\\
\nu\left(A, x_{i} \cup B\right)=\nu\left(A, x_{j} \cup B\right),  \tag{17}\\
\nu\left(A \cup x_{j}, x_{i} \cup B\right)=\nu\left(A \cup x_{i}, x_{j} \cup B\right) . \tag{18}
\end{gather*}
$$

With this definition, if the decision maker considers $x_{i}$ and $x_{j}$ indifferent, he does not care about which one of them is in the coalition (in both arguments of the bi-capacity). Moreover, if both elements appear, one in the first argument and the other in the second one, he does not care about which one of them is in each argument. This means that the decision maker is indifferent about these criteria, in the sense that any coalition has exactly the same importance with any of them. At this point, (16) and (17) are natural extensions of (6). Let us turn to Eq. (18); it must be remarked that this condition cannot be derived from the two first, as next example shows:

Example 1. Let us consider $X=\left\{x_{1}, x_{2}, x_{3}\right\}$ and the bi-capacity $\nu$ defined by

| $A \backslash B$ | $\emptyset$ | $x_{1}$ | $x_{2}$ | $x_{1}, x_{2}$ | $x_{3}$ | $x_{1}, x_{3}$ | $x_{2}, x_{3}$ | $X$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\emptyset$ | 0 | -0.1 | -0.3 | -0.5 | -0.3 | -0.5 | -0.6 | -1 |
| $x_{1}$ | 0.1 |  | 0 |  | 0 |  | -0.2 |  |
| $x_{2}$ | 0.3 | 0 |  |  | 0 | -0.1 |  |  |
| $x_{1}, x_{2}$ | 0.5 |  |  |  | 0.2 |  |  |  |
| $x_{3}$ | 0.3 | 0 | -0.4 |  |  |  |  |  |
| $x_{1}, x_{3}$ | 0.5 |  | 0.1 |  |  |  |  |  |
| $x_{2}, x_{3}$ | 0.6 | 0.4 |  |  |  |  |  |  |
| $X$ | 1 |  |  |  |  |  |  |  |

Then, this bi-capacity satisfies the two first conditions for $x_{2}, x_{3}$. However, it fails for the third condition, as $\nu\left(\left\{x_{1}, x_{2}\right\},\left\{x_{3}\right\}\right)=0.2, \nu\left(\left\{x_{1}, x_{3}\right\},\left\{x_{2}\right\}\right)=0.1$.

Of course, the bi-capacity in this example does not fulfill our intuition about indifferent elements; therefore, in order to translate the concept of indifferent elements, the three conditions are needed.

If we consider the vectorial notation, Definition 15 can be written in the following form:

Definition 16. Let $\nu$ be a bi-capacity and consider $x_{i}, x_{j} \in X$. We say that $x_{i}$ and $x_{j}$ are indifferent elements if $\forall y_{i}, y_{j}$

$$
\begin{gather*}
\nu\left(y_{1}, \ldots, y_{i}, \ldots, y_{j}, \ldots, y_{n}\right)=\nu\left(y_{1}, \ldots, y_{\pi(i)}, \ldots, y_{\pi(j)}, \ldots, y_{n}\right), \\
\forall y_{1}, \ldots, y_{i-1}, y_{i+1}, \ldots, y_{j-1}, y_{j+1}, \ldots, y_{n} \tag{19}
\end{gather*}
$$

with $\pi:\{i, j\} \rightarrow\{i, j\}$ a permutation.
It is easy to see that (19) recovers (16), (17) and (18) of Definition 15 for the two possible permutations $\pi$ and different values of $y_{i}, y_{j}$, so that both definitions are equivalent.

Let us now turn to the extension of subset of indifference for bi-capacities. This concept must reflect the fact that all elements in it are indifferent. Therefore, this definition should extend Definition 16 in the same way Definition 9 extends Definition 8 . Considering the vectorial notation, we can extend the concept of subset of indifference (Definitions 9 and 10) as follows:

Definition 17. Let $\nu$ be a bi-capacity and consider $A \subseteq X$. We say that $A$ is a subset of indifference if $\forall y_{A}$

$$
\begin{equation*}
\nu\left(y_{A}, y_{-A}\right)=\nu\left(y_{\pi(A)}, y_{-A}\right), \quad \forall y_{-A}, \tag{20}
\end{equation*}
$$

for any permutation $\pi$ on $A$.
For a subset of indifference $A$, the following can be proved:
Lemma 3. A subset $A \subseteq X$ is a subset of indifference if and only if for any $B_{1}, B_{2}, B_{3}, B_{4} \subseteq A$ such that $\left|B_{1}\right|=\left|B_{3}\right|,\left|B_{2}\right|=\left|B_{4}\right|, B_{1} \cap B_{2}=\emptyset, B_{3} \cap B_{4}=\emptyset$ the following condition holds:

$$
\begin{equation*}
\nu\left(C \cup B_{1}, D \cup B_{2}\right)=\nu\left(C \cup B_{3}, D \cup B_{4}\right), \quad \forall(C, D) \in \mathcal{Q}, C, D \subseteq X \backslash A \tag{21}
\end{equation*}
$$

Proof. $\Rightarrow)$ It suffices to show that there exists a permutation $\pi$ on $A$ leading to (21). But for this it suffices to consider a permutation $\pi$ mapping $B_{1}$ on $B_{3}$ and $B_{2}$ on $B_{4}$. As $\left|B_{1}\right|=\left|B_{3}\right|,\left|B_{2}\right|=\left|B_{4}\right|, B_{1} \cap B_{2}=\emptyset, B_{3} \cap B_{4}=\emptyset$, it is clear that we can find such a permutation, whence the result.
$\Leftarrow)$ Consider $y_{A}$. Then, we can define

$$
B_{1}=\left\{x_{i} \in A \mid y_{i}=1\right\}, \quad B_{2}=\left\{x_{i} \in A \mid y_{i}=-1\right\} .
$$

Given a permutation $\pi$ on $A$, we define

$$
B_{3}=\left\{x_{i} \in A \mid y_{\pi(i)}=1\right\}, \quad B_{4}=\left\{x_{i} \in A \mid y_{\pi(i)}=-1\right\}
$$

We have $B_{1} \cap B_{2}=\emptyset, B_{3} \cap B_{4}=\emptyset$; on the other hand $\left|B_{1}\right|=\left|B_{3}\right|,\left|B_{2}\right|=\left|B_{4}\right|$, as $\pi$ is a permutation. Then, by (21)

$$
\nu\left(C \cup B_{1}, D \cup B_{2}\right)=\nu\left(C \cup B_{3}, D \cup B_{4}\right), \quad \forall(C, D) \in \mathcal{Q}, C, D \subseteq X \backslash A
$$

or, in other words, $\forall y_{A}$

$$
\nu\left(y_{A}, y_{-A}\right)=\nu\left(y_{\pi(A)}, y_{-A}\right), \quad \forall y_{-A}
$$

This completes the proof.
This means that all elements in $A$ are indistinguishable for the decision maker. Indeed, we do not care about which subset of the subset of indifference is in the coalition; we only care about the number of elements of the subset of indifference that are contained.

We can then define $p$-symmetric bi-capacities from subsets of indifference, as it has been done for the case of fuzzy measures.

Definition 18. Given a bi-capacity $\nu$, we say that $\nu$ is a $p$-symmetric bi-capacity if and only if the coarsest partition of the universal set $X$ in subsets of indifference is $\left\{A_{1}, \ldots, A_{p}\right\}, A_{i} \neq \emptyset, \forall i \in\{1, \ldots, p\}$.

Let us first show that Definition 18 makes sense, i.e. there is always a unique coarsest partition of subsets of indifference. For this, we need a preliminary lemma.

Definition 19. Given $S \subseteq \mathbb{R}$ and $\mu: S^{n} \rightarrow \mathbb{R}$, we say that a subset $A \subseteq\{1, \ldots, n\}$ satisfies the exchange property $(\mathcal{E P})$ if $\forall y_{A}$

$$
\mu\left(y_{A}, y_{-A}\right)=\mu\left(y_{\pi(A)}, y_{-A}\right), \forall \pi \text { permutation on } A, \forall y_{-A} .
$$

Lemma 4. Let $S \subseteq \mathbb{R}$ and $\mu: S^{n} \rightarrow \mathbb{R}$ be a mapping. We consider the family

$$
\mathcal{P}:=\left\{\left\{A_{1}, \ldots, A_{p}\right\} \text { partition of }\{1, \ldots, n\} \mid A_{i} \text { satisfies } \mathcal{E} \mathcal{P}, \forall i\right\} .
$$

Then, there exists a top element in $\mathcal{P}$.
Proof. Assume that there exist two different partitions, denoted $\left\{A_{1}, \ldots, A_{p}\right\}$ and $\left\{B_{1}, \ldots, B_{q}\right\}$, in $\mathcal{P}$ which are maximal.

As they are different, we know from (10) that it is always possible to find $i, j, k$ satisfying

$$
A_{i} \cap B_{k} \neq \emptyset, A_{j} \cap B_{k} \neq \emptyset \text { or } B_{i} \cap A_{k} \neq \emptyset, B_{j} \cap A_{k} \neq \emptyset
$$

Assume that there exist $i, j, k$ such that $A_{i} \cap B_{k} \neq \emptyset, A_{j} \cap B_{k} \neq \emptyset$, and let us show that in this case $A_{i} \cup B_{k}$ satisfies $\mathcal{E P}$.

Let us consider $\pi$ a permutation on $A_{i} \cup B_{k}$ and show that $\forall y_{A_{i} \cup B_{k}}$

$$
\mu\left(y_{A_{i} \cup B_{k}}, y_{-\left(A_{i} \cup B_{k}\right)}\right)=\mu\left(y_{\pi\left(A_{i} \cup B_{k}\right)}, y_{-\left(A_{i} \cup B_{k}\right)}\right), \quad \forall y_{-\left(A_{i} \cup B_{k}\right)}
$$

holds. Any permutation can be decomposed in a composition of transpositions, i.e. permutations interchanging only two elements [13]. Consequently, it suffices to show the result for any transposition $\sigma_{r s}$ interchanging $r$ and $s$. We have three different cases:

- If $r, s \in A_{i}$, then $\sigma_{r s}$ is indeed a transposition on $A_{i}$ and consequently, since $A_{i}$ satisfies the exchange property, the result holds.
- Similarly, if $r, s \in B_{k}$, the result holds.
- The final case arises when $r \in A_{i} \backslash B_{k}, s \in B_{k} \backslash A_{i}$. As $A_{i} \cap B_{k} \neq \emptyset$, consider $t \in A_{i} \cap B_{k}$. Then, $\sigma_{r s}=\sigma_{t r} \sigma_{t s} \sigma_{r t}$, and we have

$$
\begin{gathered}
\mu\left(y_{A_{i} \cup B_{k}}, y_{-\left(A_{i} \cup B_{k}\right)}\right)=\mu\left(y_{\sigma_{r t}\left(A_{i} \cup B_{k}\right)}, y_{-\left(A_{i} \cup B_{k}\right)}\right) \\
=\mu\left(y_{\sigma_{t s} \sigma_{r t}\left(A_{i} \cup B_{k}\right)}, y_{-\left(A_{i} \cup B_{k}\right)}\right)=\mu\left(y_{\sigma_{t r} \sigma_{t s} \sigma_{r t}\left(A_{i} \cup B_{k}\right)}, y_{-\left(A_{i} \cup B_{k}\right)}\right),
\end{gathered}
$$

whence the result.
Thus, $A_{i} \cup B_{k}$ satisfies $\mathcal{E P}$, but then so does $A_{i} \cup B_{k} \cup A_{j}$, whence $A_{i} \cup A_{j}$ satisfies $\mathcal{E P}$; this is a contradiction with the fact that $\left\{A_{1}, \ldots, A_{p}\right\}$ is maximal. This concludes the proof.

Taking successively $S=\{0,1\}$ and $S=\{-1,0,1\}$ we get:

Corollary 1. Given a fuzzy measure $\mu$, there exists a unique coarsest partition of $X$ in subsets of indifference.

Corollary 2. Given a bi-capacity $\nu$, there exists a unique coarsest partition of $X$ in subsets of indifference.

Remark 1. In the following, we will call the coarsest partition of $X$ in subsets of indifference the indifference partition or basis of the bi-capacity $\nu$.

In the case of a $p$-symmetric bi-capacity w.r.t the partition $\left\{A_{1}, \ldots, A_{p}\right\}$, in order to define $\nu(B, C)$ it suffices to consider two $p$-dimensional vectors ( $b_{1}, \ldots, b_{p}$ ) and $\left(c_{1}, \ldots, c_{p}\right)$ with $b_{i}=\left|A_{i} \cap B\right|, c_{i}=\left|A_{i} \cap C\right|, \forall i=1, \ldots, p$ by Lemma 3. In the following, when dealing with a $p$-symmetric bi-capacity, we will identify $(B, C) \in$ $\mathcal{Q}(X)$ with $\left(\left(b_{1}, \ldots, b_{p}\right),\left(c_{1}, \ldots, c_{p}\right)\right) \in \mathbb{N}^{2 p}$.

Let us now turn to the representation of $p$-symmetric bi-capacitics. Let us first consider a 1 -symmetric bi-capacity on $X$, with $|X|=n$; then, in order to know $\nu(A, B)$, it suffices to consider $|A|,|B|$. For fixed $|A|$, the possible values for $|B|$ are $0, \ldots, n-|A|$. This allows us to represent this bi-capacity as in Table 1.

Table 1. Representation of symmetric bi-capacities.

|  | 0 | 1 | $\ldots$ | $n-1$ | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\nu(0,0)$ | $\nu(1,0)$ | $\ldots$ | $\nu(n-1,0)$ | $\nu(n, 0)$ |
| 1 | $\nu(0,1)$ | $\nu(1,1)$ | $\ldots$ | $\nu(n-1,1)$ |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  |  |
| n | $\nu(0, n)$ |  |  |  |  |

However, in order to keep the structure of $p$-symmetric fuzzy measures, it should be desirable to obtain a matrix representation of $p$ dimensions. Hence, Table 1 should be rewritten as a vector containing

$$
\sum_{i=1}^{n+1} i=\frac{(n+1)(n+2)}{2}
$$

elements. In general, the following can be proved:

Proposition 2. A $p$-symmetric bi-capacity $\nu$ with respect to the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$ can be represented in a $p$-dimensional matrix, denoted by $M$, of dimensions

$$
\frac{\left(\left|A_{1}\right|+1\right)\left(\left|A_{1}\right|+2\right)}{2} \times \cdots \times \frac{\left(\left|A_{p}\right|+1\right)\left(\left|A_{p}\right|+2\right)}{2}
$$

Consequently, the number of coefficients needed to define the bi-capacity is

$$
\prod_{i=1}^{p} \frac{\left(\left|A_{i}\right|+1\right)\left(\left|A_{i}\right|+2\right)}{2}
$$

(Three of these coefficients are known by the conditions of Definition 13.)
Proof. In order to define $\nu(B, C)$ it suffices to consider $\left(\left(b_{1}, \ldots, b_{p}\right),\left(c_{1}, \ldots, c_{p}\right)\right)$, with $b_{i}=\left|A_{i} \cap B\right|, c_{i}=\left|A_{i} \cap C\right|$, as explained before. Let us start with $\left(b_{1}, \ldots, b_{p}\right)$. Remark that $b_{i}$ varies between 0 and $\left|A_{i}\right|$. Therefore, the different possibilities for $\left(b_{1}, \ldots, b_{p}\right)$ can be written in a $\left(\left|A_{1}\right|+1\right) \times \cdots \times\left(\left|A_{p}\right|+1\right)$ matrix. Let us denote this matrix by $N$.

Let us fix $b_{i}$; then, $c_{i}$ varies between 0 and $\left|A_{i}\right|-b_{i}$. Consequently, for fixed $\left(b_{1}, \ldots, b_{p}\right)$, the possible values that $\left(c_{1}, \ldots, c_{p}\right)$ can attain determine another matrix $M_{\left(b_{1}, \ldots, b_{p}\right)}$ of dimensions $\left(\left|A_{1}\right|-b_{1}+1\right) \times \cdots \times\left(\left|A_{p}\right|-b_{p}+1\right)$. Next matrix is an example for $M_{\left(b_{1}, b_{2}\right)}$ for fixed $b_{1}, b_{2}$.

$$
\left(\begin{array}{ccc}
\nu\left(\left(b_{1}, b_{2}\right),(0,0)\right) & \ldots & \nu\left(\left(b_{1}, b_{2}\right),\left(0,\left|A^{c}\right|-b_{2}\right)\right) \\
\vdots & \vdots & \vdots \\
\nu\left(\left(b_{1}, b_{2}\right),\left(|A|-b_{1}, 0\right)\right) & \ldots & \nu\left(\left(b_{1}, b_{2}\right),\left(|A|-b_{1},\left|A^{c}\right|-b_{2}\right)\right)
\end{array}\right) .
$$

Therefore, in position $\left(b_{1}, \ldots, b_{p}\right)$ of matrix $N$, we have not a number but a $p$ dimensional matrix of dimensions $\left(\left|A_{1}\right|-b_{1}+1\right) \times \cdots \times\left(\left|A_{p}\right|-b_{p}+1\right)$. Now, it must be noted that for fixed $b_{i}$ the number of rows of matrix $M_{\left(b_{1}, \ldots, b_{i}, \ldots, b_{p}\right)}$ on the $i$ th dimension is always $\left|A_{i}\right|-b_{i}+1$ for any other values of $b_{1}, \ldots, b_{i-1}, b_{i+1}, \ldots, b_{p}$. This implies that a $p$-symmetric bi-capacity can be represented in a "big" $p$-dimensional matrix. The number of rows of such a matrix for the $i$ th coordinate is given by

$$
\sum_{b_{i}=0}^{\left|A_{i}\right|}\left(\left|A_{i}\right|-b_{i}+1\right)=\frac{\left(\left|A_{i}\right|+1\right)\left(\left|A_{i}\right|+2\right)}{2}
$$

This concludes the proof.
This representation will allow us to compute Choquet integral in a simple way, as we will see in the following section.

## 6. CHOQUET INTEGRAL W.R.T. A p-SYMMETRIC BI-CAPACITY

Let us now turn to the problem of obtaining the Choquet integral w.r.t. a $p$ symmetric bi-capacity with basis $\left\{A_{1}, \ldots, A_{p}\right\}$.

First, let us show for the $p$-symmetric case that we can use the matrix representation to compute Choquet integral in a similar way as in Theorem 1. For a mapping $f: X \rightarrow \mathbb{R}$, the Choquet integral is defined in terms of a set function $\mu_{X^{+}}$, depending on $X^{+}=\{x \in X \mid f(x) \geq 0\}$ (Eq.(14)), and defined from $\nu$ (Eq.(15)). Once $\mu_{X^{+}}$is defined, it is necessary to find the coefficients of the corresponding
$\mu_{X^{+}}\left(B_{i}\right), i=1, \ldots, n$. It follows from Definition 4 that $B_{i}=\left\{x_{(i)}, \ldots, x_{(n)}\right\}$, where $\left\{x_{(1)}, \ldots, x_{(n)}\right\}$ is a permutation of the set $\left\{x_{1}, \ldots, x_{n}\right\}$ satisfying

$$
0=:|f|\left(x_{(0)}\right) \leq|f|\left(x_{(1)}\right) \leq \cdots \leq|f|\left(x_{(n)}\right) .
$$

Let us consider $B_{i}$. Then, $B_{i}=B_{i+1} \cup\left\{x_{(i)}\right\}$. Let us define

$$
d_{j}:=\left|A_{j} \cap B_{i+1} \cap X^{+}\right|, e_{j}:=\left|A_{j} \cap B_{i+1} \cap X^{-}\right|, \quad j=1, \ldots, p
$$

Remark that in this case,

$$
\mu_{X^{+}}\left(B_{i+1}\right)=\nu\left(B_{i+1} \cap X^{+}, B_{i+1} \cap X^{-}\right)=\nu\left(\left(d_{1}, \ldots, d_{p}\right),\left(e_{1}, \ldots, e_{p}\right)\right)
$$

as $\nu$ is a $p$-symmetric bi-capacity. On the other hand, by Proposition 2, we know that $\nu$ can be represented in a $p$-dimensional matrix $M$ and consequently, for suitable values of $i_{1}, \ldots, i_{p}$, it is $\nu\left(\left(d_{1}, \ldots, d_{p}\right),\left(e_{1}, \ldots, e_{p}\right)\right)=M\left[i_{1}, \ldots, i_{p}\right]$. We conclude that

$$
\mu_{X^{+}}\left(B_{i+1}\right)=M\left[i_{1}, \ldots, i_{p}\right] .
$$

Let us now turn to $\mu_{X^{+}}\left(B_{i}\right)$. Then, we have two different situations:

- Suppose $f\left(x_{(i)}\right)<0$ and $x_{(i)} \in A_{j}$. Then, $x_{(i)} \in A_{j} \cap X^{-}$. Then,

$$
\mu_{X+}\left(B_{i}\right)=\nu\left(\left(d_{1}, \ldots, d_{p}\right),\left(e_{1}, \ldots, e_{j}+1, \ldots, e_{p}\right)\right)
$$

As $\left(d_{1}, \ldots, d_{p}\right)$ remains the same, we have to consider again the $p$-dimensional matrix $M_{\left(d_{1}, \ldots, d_{p}\right)}$ and look for the position of vector ( $e_{1}, \ldots, e_{j}+1, \ldots, e_{p}$ ); this position can be obtained from ( $i_{1}, \ldots, i_{p}$ ) just adding one to the $j$ th coordinate. Therefore,

$$
\mu_{X+}\left(B_{(i)}\right)=M\left[i_{1}, \ldots, i_{j}+1, \ldots, i_{p}\right] .
$$

- On the other hand, if $f\left(x_{(i)}\right)>0$ and $x_{(i)} \in A_{j}$, then

$$
\mu_{X^{+}}\left(B_{(i)}\right)=\nu\left(\left(d_{1}, \ldots, d_{j}+1, \ldots, d_{p}\right),\left(e_{1}, \ldots, e_{p}\right)\right)
$$

In this case, we have to look for vector $\left(e_{1}, \ldots, e_{p}\right)$ in $M_{\left(d_{1}, \ldots, d_{j}+1, \ldots, d_{p}\right)}$. This can be obtained from $\left(i_{1}, \ldots, i_{p}\right)$ just taking into account that $M_{\left(d_{1}, \ldots, d_{p}\right)}$ has $\left|A_{j}\right|-d_{j}+1$ rows on the $j$ th direction. Therefore, $i_{j}$ should be increased by $\left|A_{j}\right|-d_{j}+1-e_{j}+e_{j}=\left|A_{j}\right|-d_{j}+1$.

Then, we have shown that it is possible to obtain the coefficients for computing the Choquet integral from the matrix representation of Proposition 2, starting from position $(0, \ldots, 0)$. We conclude that for a $p$-symmetric bi-capacity $\nu$ with respect to the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$, the coefficients for computing the Choquet integral can be obtained by finding a path from $\nu((0, \ldots, 0),(0, \ldots, 0))$ to $\nu\left(\left(X^{+} \cap\right.\right.$ $\left.\left.A_{1}, \ldots, X^{+} \cap A_{p}\right),\left(X^{-} \cap A_{1}, \ldots, X^{-} \cap A_{p}\right)\right)$.


Fig. 2. $T \equiv$ Part of matrix representation used for fixed $X^{+}$ $\left(X_{1}=X^{+} \cap A_{1}, X_{2}=X^{+} \cap A_{2}\right)$.

Remark 2. It is important to remark that the end point of the paths varies with $X^{+}$. Indeed $X^{+}$determines the part of $M$ that is used for computing the Choquet integral, as it defines the values of $\left(X^{+} \cap A_{1}, \ldots, X^{+} \cap A_{p}\right),\left(X^{-} \cap A_{1}, \ldots, X^{-} \cap A_{p}\right)$. (see Figure 2 for an example for the 2 -symmetric case).

It must be also noted that for a given $f: X \rightarrow \mathbb{R}$, even if $\nu$ is a $p$-symmetric bi-capacity, $\mu_{X+}$ is not a $p$-symmetric set function in general. This is because, for $B \subseteq X$, the value $\mu_{X+}(B)$ depends not only on $\left|B \cap A_{i}\right|, i=1, \ldots, p$ but also on $X^{+}$(and $X^{-}$). However, the following can be proved:

Lemma 5. Let $\nu$ be a $p$-symmetric bi-capacity with respect to the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$. Then, for any $X^{+} \subseteq X, X^{-}=X \backslash X^{+}$, the set function $\mu_{X^{+}}$ defined by

$$
\mu_{X^{+}}(C):=\nu\left(C \cap X^{+}, C \cap X^{-}\right), \quad \forall C \subseteq X,
$$

is a $2 p$-symmetric set function w.r.t. the indifference partition $\left\{B_{1}, \ldots, B_{p}, C_{1}, \ldots, C_{p}\right\}$ (at most) with $B_{i}:=A_{i} \cap X^{+}, C_{i}:=A_{i} \cap X^{-}, i=1, \ldots, p$.

Proof. It is straightforward to check that $\left\{B_{1}, \ldots, B_{p}, C_{1}, \ldots, C_{p}\right\}$ is indeed a partition of $X$.

Let $D, E \subseteq X$ such that for any $i=1, \ldots, p$, it is

$$
d_{i}:=\left|B_{i} \cap D\right|=\left|B_{i} \cap E\right|=: e_{i}, \quad d_{i}^{\prime}:=\left|C_{i} \cap D\right|=\left|C_{i} \cap E\right|=: e_{i}^{\prime} .
$$

Then, we have

$$
\begin{aligned}
\mu_{X^{+}}(D)= & \nu\left(D \cap X^{+}, D \cap X^{-}\right)=\nu\left(\left(d_{1}, \ldots, d_{p}\right),\left(d_{1}^{\prime}, \ldots, d_{p}^{\prime}\right)\right) \\
& =\nu\left(\left(e_{1}, \ldots, e_{p}\right),\left(e_{1}^{\prime}, \ldots, e_{p}^{\prime}\right)\right)=\mu_{X^{+}}(E)
\end{aligned}
$$

as $\nu$ is a $p$-symmetric bi-capacity.

Corollary 3. Let $\nu$ be a $p$-symmetric bi-capacity with respect to the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$ and consider $X^{+} \subseteq X$. Define $X^{-}=X \backslash X^{+}$. Then, the number of possible paths from $(0, \ldots, 0),(0, \ldots, 0))$ to $\left(\left(\left|A_{1} \cap X^{+}\right|, \ldots, \mid A_{p} \cap\right.\right.$ $\left.\left.X^{+} \mid\right),\left(\left|A_{1} \cap X^{-}\right|, \ldots,\left|A_{p} \cap X^{-}\right|\right)\right)$is the multinomial number

$$
\binom{n}{\left|A_{1} \cap X^{+}\right|, \ldots,\left|A_{p} \cap X^{+}\right|,\left|A_{1} \cap X^{-}\right|, \ldots,\left|A_{p} \cap X^{-}\right|} .
$$

Proof. The proof is straightforward from Lemmas 5 and 2.
Now, let us turn to the Choquet decomposition. As a consequence of Lemma 5, we can decompose Choquet integral as it is done in Proposition 1.

Proposition 3. Let $\nu$ be a $p$-symmetric bi-capacity with respect to the indifference partition $\left\{A_{1}, \ldots, A_{p}\right\}$ and $f: X \rightarrow \mathbb{R}$. Define $B_{i}=A_{i} \cap X^{+}, C_{i}=A_{i} \cap X^{-}, i=$ $1, \ldots, p$. Then, the expression for Choquet integral is

$$
\begin{align*}
F_{\nu}(f)= & \sum_{\mu_{x}+\left(B_{i}\right)>0} \mathcal{C}_{\mu_{B_{i}}^{\prime}}(|f|)+\sum_{\mu_{x}+\left(C_{i}\right)<0} \mathcal{C}_{\mu_{C_{i}}^{\prime}}(|f|) \\
& +\sum_{D \notin B_{i}, C_{i}} m_{X^{+}}(D) \bigwedge_{x_{i} \in D}|f|\left(x_{i}\right) \tag{22}
\end{align*}
$$

where $\mu_{B_{i}}^{\prime}, \mu_{C_{i}}^{\prime}: \mathcal{P}(X) \rightarrow[0,1]$ are defined by

$$
\begin{equation*}
\mu_{B_{i}}^{\prime}(D):=\nu\left(B_{i} \cap D, \emptyset\right), \quad \mu_{C_{i}}^{\prime}(D):=\nu\left(\emptyset, C_{i} \cap D\right), \quad \forall D \subseteq X \tag{23}
\end{equation*}
$$

Moreover, if $\mu_{X^{+}}\left(B_{i}\right), \mu_{X^{+}}\left(C_{i}\right) \neq 0, \forall i$, then,

$$
\begin{gather*}
F_{\nu}(f)=\sum_{i=1}^{p} \mu_{X+}\left(B_{i}\right) \mathcal{C}_{\mu_{B_{i}}}(|f|)+\sum_{i=1}^{p} \mu_{X+}\left(C_{i}\right) \mathcal{C}_{\mu_{C_{i}}}(|f|) \\
+\sum_{D \nsubseteq B_{i}, C_{i}} m_{X+}(D) \bigwedge_{x_{i} \in D}|f|\left(x_{i}\right) \tag{24}
\end{gather*}
$$

where $\mu_{B_{i}}, \mu_{C_{i}}: \mathcal{P}(X) \rightarrow[0,1]$ are defined by

$$
\begin{equation*}
\mu_{B_{i}}(D):=\frac{\nu\left(B_{i} \cap D, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)}, \quad \mu_{C_{i}}(D):=\frac{\nu\left(\emptyset, C_{i} \cap D\right)}{\nu\left(\emptyset, C_{i}\right)}, \quad \forall D \subseteq X \tag{25}
\end{equation*}
$$

Proof. As $\mu_{X+}$ is a $2 p$-symmetric fuzzy measure w.r.t. $\left(B_{1}, \ldots, B_{p}, C_{1}, \ldots, C_{p}\right)$ (Lemma 5), we can apply Proposition 1, thus obtaining as Choquet integral

$$
\sum_{i=1}^{p}\left[\mu_{X+}\left(B_{i}\right) \mathcal{C}_{\mu_{B_{i}}}(|f|)+\mu_{X^{+}}\left(C_{i}\right) \mathcal{C}_{\mu_{C_{i}}}(|f|)\right]+\sum_{D \notin B_{i}, C_{i}} m_{X^{+}}(D) \bigwedge_{x_{i} \in D}|f|\left(x_{i}\right)
$$

with $\mu_{B_{i}}, \mu_{C_{i}}$ defined as in (25).
On the other hand, $\mu_{B_{i}}^{\prime} \geq 0, \mu_{C_{i}}^{\prime} \leq 0$, whence (24) holds. The first part of the proposition is straightforward; it just suffices to introduce $\mu_{X^{+}}\left(B_{i}\right)$ in the definitions of $\mu_{B_{i}}$ and $\mu_{C_{i}}$ respectively. The second part of the proposition is also straightforward; it just suffices to normalize the set functions $\mu_{B_{i}}^{\prime}, \mu_{C_{i}}^{\prime}$.

Remark 3. When dealing with symmetric bi-capacities, we have just one subset of indifference ( $X$ itself). Then, we have just one $B_{i}$ and one $C_{i}$, namely $X^{+}$and $X^{-}$, respectively, and (22) turns into

$$
F_{\nu}(f)=\nu\left(X^{+}, \emptyset\right) \mathcal{C}_{\mu_{x^{+}}^{\prime}}(|f|)+\nu\left(\emptyset, X^{-}\right) \mathcal{C}_{\mu_{x_{-}^{\prime}}}(|f|)+\sum_{D \notin X^{+}, X^{-}} m_{X^{+}}(D) \bigwedge_{x_{i} \in D}|f|\left(x_{i}\right)
$$

with $\mu_{X^{+}}^{\prime}, \mu_{X^{-}}^{\prime}: \mathcal{P}(X) \rightarrow[0,1]$ defined by

$$
\mu_{X^{+}}^{\prime}(D):=\nu\left(X^{+} \cap D, \emptyset\right), \quad \mu_{X^{-}}^{\prime}(D):=\nu\left(\emptyset, D \cap X^{-}\right), \quad \forall D \subseteq X
$$

Even more, for $\mu_{B_{i}}, \mu_{C_{i}}$ the following can be proved:

Lemma 6. The set functions $\mu_{B_{i}}, \mu_{C_{i}}: \mathcal{P}(X) \rightarrow[0,1]$ defined by

$$
\mu_{B_{i}}(D):=\frac{\nu\left(B_{i} \cap D, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)}, \quad \mu_{C_{i}}(D):=\frac{\nu\left(\emptyset, C_{i} \cap D\right)}{\nu\left(\emptyset, C_{i}\right)}, \quad \forall D \subseteq X,
$$

are indeed fuzzy measures.

Proof. Let us prove the result for $\mu_{B_{i}}$.

$$
-\mu_{B_{i}}(\emptyset)=\frac{\nu\left(\emptyset \cap B_{i}, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)}=\frac{\nu(\emptyset, \emptyset)}{\nu\left(B_{i}, \emptyset\right)}=0 .
$$

$$
-\mu_{B_{i}}(X)=\frac{\nu\left(X \cap B_{i}, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)}=\frac{\nu\left(B_{i}, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)}=1
$$

- If $D \subseteq E$, then

$$
\begin{equation*}
\mu_{B_{i}}(D)=\frac{\nu\left(D \cap B_{i}, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)} \leq \frac{\nu\left(E \cap B_{i}, \emptyset\right)}{\nu\left(B_{i}, \emptyset\right)}=\mu_{B_{i}}(E) \tag{26}
\end{equation*}
$$

For $\mu_{C_{i}}$, the proof is similar. In this case, it must be noted that $\nu\left(\emptyset, D \cap C_{i}\right) \geq$ $\nu\left(\emptyset, E \cap C_{i}\right)$ whenever $D \subseteq E$ but this inequality reverses because $\nu\left(\emptyset, C_{i}\right)<0$ as $\nu\left(\emptyset, C_{i}\right) \neq 0$ and the conditions of Definition 13.

## 7. $p$-SYMMETRIC $k$-ARY CAPACITIES

Capacities can be extended to more than two dimensions through the so-called $k$-ary capacities, defined by Grabisch and Labreuche in [11]. Roughly speaking, while a bi-capacity is a function $\nu$ on the lattice $3^{|X|}$ (criteria with positive evaluation and criteria with negative evaluation), a $k$-ary capacity is a function on the lattice $k^{|X|}$ representing the overall score of some $k$-ary alternative ( $\alpha_{1}, \ldots, \alpha_{k}$ ) representing reference levels of interest.

The corresponding concept of $p$-symmetry in this situation lays again on the concept of indifferent elements and subsets of indifference.

If we consider the vector representation, it comes out that in this case the possible values are not $S=\{-1,0,1\}$ but $S=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$. However, the concepts of indifferent elements and subset of indifference remain the same.

Definition 20. Let $\nu$ be a $k$-ary capacity and consider $x_{i}, x_{j} \in X$. We say that $x_{i}$ and $x_{j}$ are indifferent elements if $\forall y_{i}, y_{j}$

$$
\begin{gather*}
\mu\left(y_{1}, \ldots, y_{i}, \ldots, y_{j}, \ldots, y_{n}\right)=\mu\left(y_{1}, \ldots, y_{\pi(i)}, \ldots, y_{\pi(j)}, \ldots, y_{n}\right) \\
\forall y_{1}, \ldots, y_{i-1}, y_{i+1}, \ldots, y_{j-1}, y_{j+1}, \ldots, y_{n} \tag{27}
\end{gather*}
$$

with $\pi:\{i, j\} \rightarrow\{i, j\}$ any permutation.
Definition 21. Let $\nu$ be a $k$-ary capacity and consider $A \subseteq X$. We say that $A$ is a subset of indifference if $\forall y_{A}$

$$
\begin{equation*}
\nu\left(y_{A}, y_{-A}\right)=\nu\left(y_{\pi(A)}, y_{-A}\right), \quad \forall y_{-A}, \tag{28}
\end{equation*}
$$

for any $\pi$ permutation on $A$.
From these definitions, $p$-symmetry can be defined the same way as before:

Definition 22. Given a $k$-ary capacity $\nu$, we say that $\nu$ is a $p$-symmetric $k$-ary capacity if and only if the coarsest partition of the universal set $X$ in subsets of indifference is $\left\{A_{1}, \ldots, A_{p}\right\}, A_{i} \neq \emptyset, \forall i \in\{1, \ldots, p\}$.

As a consequence of Lemma 4 with $S=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$, we have

Corollary 4. Given a $k$-ary capacity $\nu$, there exists a unique coarsest partition of $X$ in subsets of indifference.

Then, the concept of $p$-symmetric $k$-ary capacity is well defined. Finally, it can be easily checked that all properties for $p$-symmetric fuzzy measures and $p$-symmetric bi-capacities also hold for general $k$-ary capacities.

## 8. CONCLUSIONS

In this paper we have presented the concept of $p$-symmetric bi-capacities. The definition follows the line started with $p$-symmetric fuzzy measures; therefore, $p$ symmetric bi-capacities try to reflect the fact that some criteria may be equivalent for the decision maker.

We have also introduced a new notation related to $k$-ary capacities from which it is possible to define the concepts of indifferent elements and subsets of indifference in terms of permutations. This notation allows a simple way to prove some results on bi-capacities.

We have proved that $p$-symmetric bi-capacities provide a reduction in the number of necessary values to completely define the bi-capacity. Moreover, we have shown that they can be represented in a $p$-dimensional matrix, in a way similar to $p$ symmetric fuzzy measures.

We have proved that we can translate the properties regarding Choquet integral; first, we have proved that Choquet integral can be computed through a path in the matrix representation; then, we have obtained a decomposition of Choquet integral as a weighted sum of Choquet integrals w.r.t. fuzzy measures and an error term. This last result is especially interesting, as we have obtained a decomposition in terms of fuzzy measures while Choquet integral for a bi-capacity is usually a Choquet integral w.r.t. a set function, not necessarily monotone.

Finally, we have proposed a definition of $p$-symmetric $k$-ary capacities. It must be remarked here that using the definitions in terms of permutations, no change is needed.
(Received October 2, 2003.)
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