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Regression- and scale-invariant $M$-test procedures for detection of structural changes in
linear regression model was developed and their limit behavior under the null hypothesis
was studied in Hušková [9]. In the present paper the limit behavior under local alternatives
is studied. More precisely, it is shown that under local alternatives the considered test
statistics have asymptotically normal distribution.

1. INTRODUCTION

The present paper is a continuation of the paper Hušková [9], where a class of $M$-type
regression- and scale- invariant test statistics for detection of a change in regression
models are developed and their limit behavior under the null hypothesis (no change)
is studied. Here we focus on the limit behavior under alternatives.

We consider the regression model with a change after an unknown time point $m_n$:

$$Y_{in} = x_i^T \beta + x_i^T \delta_n I\{i > m_n\} + e_i, \quad i = 1, \ldots, n,$$

where $m_n(\leq n), \beta = (\beta_1, \ldots, \beta_p)^T, \delta_n = (\delta_{n1}, \ldots, \delta_{np})^T \neq 0$ are unknown parameters,
$x_i = (x_{i1}, \ldots, x_{ip})^T, x_{i1} = 1, i = 1, \ldots, n,$ are known design points, and
e$_1, \ldots, e_n$ are iid random variables with common distribution $F$ that fulfills
regularity conditions specified below. Here $I\{A\}$ denotes the indicator of the set $A$.

We write the index $n$ with the observations $Y_{in}$ and the parameters $m_n$ and $\delta_n$
because we study the limit properties as $n \to \infty$ and we assume that both $m_n$ and
$\delta_n$ are changing together with $n$. More precisely, we assume that, as $n \to \infty$
$$m_n = [\lambda n] \quad \text{for some } \lambda \in (0, 1)$$

and

$$\|\delta_n\| \to 0.$$
at a certain rate. Here \( ||.|| \) denotes the Euclidean norm and \([a]\) denotes the integer part of \( a \).

Model (1.1) describes the situation where the first \( m_n \) observations follow the linear model with the parameter \( \beta \) and the remaining \( n - m_n \) ones follow the linear regression model with the parameter \( \beta + \delta_n \). Such models are called two phase regression models. The parameter \( m_n \) is usually called the change point.

Huskova [9] developed regression- and scale-invariant \( M \)-type test for

\[
H_0 : \lambda = 1 \quad \text{against} \quad H_1 : \lambda \in (0, 1)
\]  

and derived their limit distribution under \( H_0 \). The null hypothesis is saying that “no change has occurred” and the alternative states “a change has occurred”.

In applications one meets often the testing problem (1.4) sometimes called detection of structural changes. Typically, one observes a sequence of variables and might be interested to know whether the possible statistical model remains the same during the whole observational period or whether the model changes at some unknown time point. Such problems occur in various situations, e.g. changes in hydrological or meteorological or econometric time series. For recent references, see, e.g. Csörgő and Horváth [3].

There are not too many results on the behavior of the test statistics for detection of changes in regression models under alternatives. More information about recent development can be found, e.g. in Horváth [4] and Csörgő and Horváth [3].

Here, we show that under a class of local alternatives the limit distribution of properly standardized test statistics is normal even if the score function depends on observations.

Set

\[
C_k = \sum_{i=1}^{k} x_i x_i^T, \quad C_k^0 = C_n - C_k, \quad k = 1, \ldots, n. \tag{1.5}
\]

The \( M \)-test procedures generated by a score function \( \psi \) are defined as

\[
T_n(\psi) = \max_{p < k < n - p} \left\{ S_k(\psi)^T (C_k^{-1} C_n (C_k^0)^{-1}) S_k(\psi) \right\} / \hat{\sigma}_n^2(\psi) \tag{1.6}
\]

and

\[
T_n(\psi, q) = \sup_{0 < t < 1} \left\{ S_{[(n+1)t]}(\psi)^T C_n^{-1} S_{[(n+1)t]}(\psi) / q^2(t) \hat{\sigma}_n^2(\psi) \right\}, \tag{1.7}
\]

where \( q \) is a weight function and

\[
S_k(\psi) = \sum_{i=1}^{k} x_i \psi \left( Y_i - x_i^T \hat{\beta}_n(\psi) \right), \quad k = 1, \ldots, n \tag{1.8}
\]

and \( S_0(\psi) = 0 \). Here \( \hat{\beta}_n(\psi) \) is the \( M \)-estimator with the score function \( \psi \) based on \( Y_1, \ldots, Y_n \) and \( \hat{\sigma}_n^2(\psi) \) is an estimator of \( \sigma^2(\psi) = \int \psi(x)^2 \, dF(x) \) with the property

\[
\hat{\sigma}_n^2(\psi) - \sigma^2(\psi) = o_p(1), \quad n \to \infty. \tag{1.9}
\]

*the subscript \([(n + 1)t]\) should replace \([nt]\) also in analogous definitions in Hušková [9].
It is known that

\[ \hat{\sigma}_n^2(\psi) = \frac{1}{n} \sum_{i=1}^{n} \psi^2 \left( Y_i - x_i^T \beta_n(\psi) \right) \]

has the desired property (1.9) for a quite broad spectrum of \( \psi \) and local alternatives. However, another possible estimator is

\[ \hat{\sigma}_n^2(\psi) = \hat{\sigma}_n^2(\psi) - \max_{1 \leq k < n} \frac{1}{k(n-k)} \left( \sum_{i=1}^{k} \psi \left( Y_i - x_i^T \beta_n(\psi) \right) \right)^2, \]

(1.11)

that has the desired property (1.9) even under more general alternatives and works well even for moderate sample sizes.

However, the test statistics \( T_n(\psi) \) and \( T_n(\psi, q) \) are regression-invariant but generally not scale-invariant. Our main aim is to study the regression- and scale-invariant M-tests defined in (1.6)–(1.9) with the score function \( \psi \) replaced by

\[ \hat{\psi}_n(\cdot) = \psi(\cdot; K_n(1 - \alpha)), \]

(1.12)

with

\[ \psi(x; K) = \begin{cases} x & |x| \leq K \\ K \text{ sign } x & |x| > K \end{cases} \]

(1.13)

and \( K_n(1 - \alpha) \) is an estimator of the \((1 - \alpha)\)-quantile \( F^{-1}(1 - \alpha) \) of the distribution function \( F \). Namely, we consider the estimator

\[ K_n(1 - \alpha) = K_n(1 - \alpha, Y_n) = \frac{1}{2} \left( \beta_{n1}(1 - \alpha) - \beta_{n1}(\alpha) \right), \]

(1.14)

where \( \beta_{n1}(1 - \alpha) \) and \( \beta_{n1}(\alpha) \) are the first components of the \((1 - \alpha)\)th and \( \alpha \)th regression quantiles based on \( Y_n = (Y_1, \ldots, Y_n)^T \). The score function \( \hat{\psi}_n \) was developed by Jurečková and Sen [11] and is called the *adaptive Huber score function*. We should remark that \( \hat{\psi}_n \) is an estimator of the score function \( \psi(\cdot; F^{-1}(1 - \alpha)) \), for detail see Jurečková and Sen [11].

We remind the definition of the \( \alpha \)-regression quantiles. Towards this we denote

\[ \phi_\alpha(x) = \alpha - I(x \leq 0), \quad x \in \mathbb{R}^1, \]

\[ \rho_\alpha(x) = x \phi_\alpha(x), \quad x \in \mathbb{R}^1. \]

(1.15)

(1.16)

The \( \alpha \)-regression quantile \( \tilde{\beta}_n(\alpha) \) is defined as a solution \( \nu \) of the following minimization problem:

\[ \min_{t \in \mathbb{R}^p} \sum_{i=1}^{n} \rho_\alpha(Y_i - t^T x_i). \]

(1.17)

If the solution is not unique we may set a rule how to choose it.
Large values of $T_n(\hat{\psi}_n)$ and $T_n(\hat{\psi}_n, q)$ indicate that the null hypothesis is violated. Approximations to the critical values can be found through their limit distribution under the null hypothesis. For more details confer to Hušková [9].

In the next section the main results are formulated. The proofs are postponed to Section 3.

2. MAIN RESULTS

In this section we formulate and discuss the main assertions on the limit distribution of $T_n(\psi)$ and $T_n(\psi, q)$ under a class of local alternative hypotheses. The assumptions on the distribution function $F$ of the error terms are identical with those considered by Jurečková and Sen [11] while the assumptions on the design points coincide with those on design points for $L_2$ procedures for detection of a change in linear models.

We assume that the design points $x_i = (x_{i1}, \ldots, x_{ip})^T, i = 1, \ldots, n,$ satisfy:

(A.1) $x_{i1} = 1, i = 1, \ldots, n.$

(A.2) There exists a positive definite $p \times p$ matrix $C$ such that $\lim_{n \to \infty} \frac{1}{n} C_{nt} = t C, t \in (0, 1], \text{ where } C$ is a positive definite matrix.

(A.3) As, $n \to \infty$,

$$\max_{1 \leq k \leq n} \left\{ \frac{1}{k} \sum_{i=1}^{k} \|x_i\|^4 + \frac{1}{n-k} \sum_{i=k+1}^{n} \|x_i\|^4 \right\} = O(1).$$

The distribution function $F$ of the error terms $e_i$'s satisfies the following set of assumptions:

(B.1) $F$ has absolutely continuous density $f$ and finite nonzero Fisher's information $0 < I(f) = \int_{-\infty}^{\infty} \left( f'(x)/f(x) \right)^2 \, dF(x) < \infty, f'(x) = df(x)/dx.$

(B.2) $f(-x) = f(x), x \in \mathbb{R}.$

(B.3) $0 < f(x) < \infty$ and $f'(x)$ is bounded in a neighborhood of $K > 0$ (which will be specified later).

We consider the following class of weight functions $q_n$

(C.1) $q_n(t) = (t(1-t))^\eta, t \in (0, 1)$ with $\eta \in [0, 1/2).$

We still need assumptions on the amount of the change $\delta_n$

(D.1) as $n \to \infty$,

$$\sqrt{\log n} \|\delta_n\| \to 0, \quad \|\delta_n\| \sqrt{n(\log n)^{-1/2}} \to \infty.$$

The assumption (D.1) corresponds to local alternatives but contiguous ones are not covered. In the following we denote

$$\psi_{\alpha, F}(x) = \psi(x; F^{-1}(1 - \alpha)), \quad x \in \mathbb{R}.$$

Now, we formulate the main results.
**Theorem 2.1.** Let $Y_{1n}, \ldots, Y_{nn}$ follow the model (1.1), let assumption (1.2) with $\lambda \in (0, 1)$ be satisfied. Moreover, let assumptions (D.1), (A.1)–(A.3), (B.1)–(B.2) and (B.3) with $K = F^{-1}(1-\alpha)$ for $\alpha \in (0, 1/2)$ be satisfied. Then, the limit behavior of $T_n(\hat{\psi}_n)$ is the same as that of

$$\{S_{m_n}^T(\psi_{n, F})(C^{-1}m_n C_n(C^{-1}m_n)^{-1}) S_{m_n}(\psi_{n, F})\} / \sigma^2(\psi_{n, F}).$$

If additionally

$$n^{1/2}\|\delta_n\|^3 \to 0$$

is satisfied, then, as $n \to \infty$,

$$(4\xi_{m_n} \kappa^2(\psi_{n, F}, F))^{-1/2} \left(T_n(\hat{\psi}_n) - \xi_{m_n} \kappa^2(\psi_{n, F}, F)\right) \to^d N_p(0, I_p),$$

where

$$\xi_{m_n} = \delta_n C_{m_n} C_n^{-1} C_{m_n}^0 \delta_n,$$

$$\kappa^2(\psi, F) = \frac{\left(\int \psi'(x) dF(x)\right)^2}{\sigma^2(\psi)}.$$

For the case of $T_n(\hat{\psi}_n, q_n)$ we have

**Theorem 2.2.** Let the assumptions of Theorem 2.1 be satisfied. Moreover, let (C.1) be satisfied, then the limit distribution of $T_n(\hat{\psi}_n, q_n)$ is the same as that of

$$\frac{S_{m_n}^T(\psi_{n, F})C_n^{-1} S_{m_n}(\psi_{n, F})}{\sigma^2(\psi_{n, F})q_n(\lambda)}.$$

If additionally (2.1) is satisfied, then, as $n \to \infty$,

$$(4\kappa^2(\psi_{n, F}, F)\zeta_{m_n})^{-1/2} \left(T_n(\hat{\psi}_n, q_n)(\lambda(1-\lambda))^{2n} - \kappa^2(\psi_{n, F}, F)\zeta_{m_n}\right) \to^d N_p(0, I_p),$$

where

$$\zeta_{m_n} = \delta_n C_{m_n} C_n^{-1} C_{m_n} C_n^{-1} C_{m_n} C_n^{-1} C_{m_n}^0 \delta_n.$$

The proofs are postponed to the next section.

**Remark 2.1.** The assertions of both theorems remain valid if $\hat{\psi}_n$ is replaced by a score function $\psi(\cdot; K)$ with arbitrary $K > 0$. The assertions hold true even for unbounded score function $\psi$ satisfying some smoothness assumptions, however the proofs become still more cumbersome. It is in fact quite interesting that the limit behavior is not effected by the estimated score function $\hat{\psi}_n$. 
Remark 2.2. Notice that the limit behavior under alternatives is completely different from that under the null one given in Huskova [9].

Remark 2.3. It can be seen from the proof that under the alternatives the single terms in $T_n(\psi)$ can be decomposed into a random and nonrandom part. The nonrandom part dominates the random one. Moreover, the nonrandom part as a function of $k$ attains its maximum just for $k = m$ and hence the limit behavior is determined by the term for $k = m$. Checking the proofs one can find that the index $\hat{m}_n$ for which a max is reached is a consistent estimator of the change point $m_n$, which means that together with testing one can also estimate the location of the change.

Remark 2.4. By Theorem 2.1 and Theorem 2.2 in Huskova [9] the critical regions with asymptotic level $\alpha$ based on the limit distribution of $T_n(\widehat{\psi}_n)$ and $T_n(\widehat{\psi}_n; q_n)$ under the null hypothesis are

$$\sqrt{2 \log \log n(T_n(\widehat{\psi}_n))^{1/2}} > -\log \log \left((1 - \alpha)^{-1/2}\right) + 2 \log \log n + \frac{p}{2} \log \log \log n - \log(2\Gamma(p/2))$$

and

$$(T_n(\widehat{\psi}_n, q_n))^{1/2} > b_p(1 - \alpha, q_n),$$

respectively, where $\Gamma(p) = \int_0^\infty t^{p-1} \exp{-t} \, dt$ and $b_p(1 - \alpha, q_n)$ is the quantile of $\sup_{0 < t < 1} \left\{ \left( \sum_{j=1}^p B_j(t) \right)^{1/2} / q_n(t) \right\}$ with $\{B_j(t); t \in (0, 1)\}$, $j = 1, \ldots, p$ being independent Brownian bridges. While the critical region (2.6) is easy to calculate, the quantile $b_p(1 - \alpha, q_n)$ is explicitly known only for some particular cases, e.g. for $\eta = 0$. In most cases $b_p(1 - \alpha, q_n)$ has to be simulated; for more information see Csörgő and Horváth [3]. By Theorem 2.1. we find that under the considered alternatives

$$T_n(\widehat{\psi}_n) = n\delta_n^T C\delta_n \kappa^2(\psi_{\alpha,F}, F)\lambda(1 - \lambda)(1 + o_P(1))$$

and by the assumption (D.1) the right hand side tends to $\infty$ faster then $\log \log n$ and therefore the test with critical region (2.6) is consistent. Similarly, by Theorem 2.2

$$T_n(\widehat{\psi}_n, q_n) = n\delta_n^T C\delta_n \kappa^2(\psi_{\alpha,F}, F)(\lambda(1 - \lambda))^{2(1-\eta)}(1 + o_P(1))$$

and hence the test with critical region (2.7) is also consistent.

3. PROOFS

To prove Theorems 2.1–2.2 we have to use a number of results proved elsewhere and also we have to derive a number of generalization of results connected mostly with the so called asymptotic linearity. These results are interesting of its own.

For simplicity we will write $\psi$ instead of $\psi(; K)$ whenever possible.
We start with various asymptotic linearity results. We give the proof of the first one and skip the proofs of the others for they are quite close. The proofs are quite technical and we try to give their essence and to avoid too many technicalities. We set

$$\Delta_{ni}(t) = \delta_n I\{i > m\} - C_n^{-1} C^0_n \delta_n - q_n t, \quad t \in R^p. \quad (3.1)$$

**Lemma 3.1.** Let assumptions of Theorem 2.1 be satisfied and let $q_n \to 0$. Then for any $c \in (0,1)$, as $n \to \infty$

$$\max_{1 \leq k < n} \sup_{\|t\| \leq D} \max_{1 \leq k < n} \sup_{\|t\| \leq D} \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{k} x_i \left( \psi(e_i + x_i^T \Delta_{ni}(t)) - \psi(e_i) \right) \right\|$$

$$= O_P((\|\delta_n\| + |q_n|) \sqrt{\log n}),$$

$$\max_{n \leq k < n} \sup_{\|t\| \leq D} \frac{1}{\sqrt{n}} \left\| \sum_{i=k+1}^{n} x_i \left( \psi(e_i + x_i^T \Delta_{ni}(t)) - \psi(e_i) \right) \right\|$$

$$= O_P((\|\delta_n\| + |q_n|) \sqrt{\log n}),$$

$$\sup_{\|t\| \leq D} \frac{1}{\sqrt{n}} \left\| \sum_{i=1}^{n} x_i \left( \psi(e_i + x_i^T \Delta_{ni}(t)) - \psi(e_i) - E\psi(e_i + x_i^T \Delta_{ni}(t)) \right) \right\|$$

$$= O_P((\|\delta_n\| + |q_n|) \sqrt{\log n}),$$

$$\max_{1 \leq k < n} \sup_{\|t\| \leq D} \frac{1}{\sqrt{n}} \left\| E \sum_{i=1}^{k} x_i \left( \psi(e_i + x_i^T \Delta_{ni}(t)) - \psi(e_i) \right) \right\|$$

$$= O_P((\|\delta_n\|^3 + |q_n|^3))$$

and

$$\max_{1 \leq k < n} \sup_{\|t\| \leq D} \frac{1}{\sqrt{n}} \left\| E \sum_{i=k+1}^{n} x_i \left( \psi(e_i + x_i^T \Delta_{ni}(t)) - \psi(e_i) \right) \right\|$$

$$- \left( (C_k - C_m) \delta_n I\{k > m\} - C_k C_n^{-1} C^0_m \delta_n - q_n C_k t \right) \int \psi'(x) \ dF(x) \right\|$$

$$= O_P((\|\delta_n\|^3 + |q_n|^3))$$

for any $D > 0$. 
Proof. It is a modification of the proof of Theorem 2.1 in Hušková [6], therefore we give only a sketch of the proof. For fix $t$ denote

$$Z_i(t) = \psi(e_i - x_i^T \Delta_{ni}(t)) - \psi(e_i) - E\psi(e_i - x_i^T \Delta_{ni}(t)), \quad i = 1, \ldots, n,$$

where $\Delta_{ni}(t)$, $t \in R^p$ is defined by (3.6). By the Markov inequality for each $t$, $z > 0$ and $A > 0$

$$P \left( \left| \sum_{i=1}^{k} x_{ij} Z_i(t) \right| \geq A \right) \leq \exp\{-zA\} \left( E \exp\left\{ -z \sum_{i=1}^{k} x_{ij} Z_i(t) \right\} + E \exp\left\{ z \sum_{i=1}^{k} x_{ij} Z_i(t) \right\} \right).$$

Since $Z_i(t)$, $i = 1, \ldots, n$, are independent with zero mean and

$$EZ_i^2(t) \leq \min((x_i^T \Delta_n(t))^2 D_1, K)$$

with some $D_1 > 0$ we obtain after few standard steps for $0 < z$ and $z = O \left( \frac{\log n}{k(||\delta_n||^2 + |q_n|)} \right)$

$$P \left( \left| \sum_{i=1}^{k} x_{ij} Z_i(t) \right| \geq A \right) \leq 2 \exp \{ -zA + z^2 D_2 k(||\delta_n||^2 + q_n^2) \}$$

with some $D_2 > 0$. We want the right hand side smaller than $n^{-\eta}$ for an arbitrary but fixed $\eta > 0$. This will be obtained for

$$z = \left( \frac{\log n}{k(||\delta_n||^2 + q_n^2 ||t||^2)} \right)^{1/2}$$

and $A > \sqrt{k}(\eta + D_2^2 (||\delta_n||^2 + q_n^2))$, where $D_2 > 0$ is large enough (it depends neither on $n$ nor on $k$).

Hence for any $\eta > 0$ and $D > 0$ there exist $A_\eta > 0$ and $n_\eta$ such that for all $n \geq n_\eta$

$$P \left( \frac{1}{\sqrt{k}} \left\| \sum_{i=1}^{k} x_i (\psi(e_i - x_i^T \Delta_{ni}(t)) - \psi(e_i)) - E\psi(e_i - x_i^T \Delta_{ni}(t)) \right\| \geq A_\eta (||\delta_n|| + |q_n|) \sqrt{\log n} \right) < n^{-\eta}$$

for $1 \leq k \leq n$ and fixed $||t|| \leq D$. Similarly we get

$$P \left( \left| \sum_{i=1}^{k} x_{ij}(Z_i(t_1) - Z_i(t_2)) \right| \geq A \right) \leq 2 \exp \{ -zA + z^2 ||t_1 - t_2||^2 D_3 k(||\delta_n||^2 + q_n^2) \}$$

with some $D_3 > 0$. To finish the proof of (3.2) we apply Theorem 12.1 of Billingsley [1]. The proofs of (3.3) and (3.4) can be obtained in the same way hence it is omitted.

The relations (3.5)–(3.6) follow easily applying Taylor expansion and by direct calculations. \qed
Lemma 3.2. Let the assumptions of Theorem 2.1 be satisfied. Then for any \( D > 0 \)
\[
\sup_{\|t\| \leq D} \left\| \sum_{i=1}^{n} \left( \rho_\alpha(e_i - F^{-1}(\alpha) + x_i^T \Delta_{in}(t)) - \rho_\alpha(e_i - F^{-1}(\alpha)) \right) \right\| 
\]
\[
- x_i^T \Delta_{in}(t) \psi_\alpha(e_i - F^{-1}(\alpha) + \Delta_{in}(t)) 
\]
\[
+ \frac{1}{2} f(F^{-1}(\alpha)) \left( \delta_n^T C_m^0 C_n^{-1} \delta_n + \|q_2^T C_n t\| \right) = O_P(\|\delta_n\|^3 n + \|\delta_n\| q_2^2 n) 
\]

Proof. The lemma is a generalization of Theorem 2.1 in Hušková [6], where we have particularly \( \Delta_{in}(t) = n^{-1/2} t \). In our situation the proof can be done in the same way as that of the mentioned theorem and therefore is omitted. \( \square \)

Lemma 3.3. Let \( Y_1, \ldots, Y_n \) follow the model (1.1) and let assumptions (A.1)–(A.3), (B.1)–(B.2) and (B.3(K)) for a \( K > 0 \) be satisfied. Then, as \( n \to \infty \),
\[
\tilde{\beta}_n(1-\alpha) - \beta(\alpha) = C_n^{-1} C_m^0 \delta_n + O_P(\|\delta_n\|^3 + n^{-1/2}), \quad \alpha \in (0,1) 
\]
and
\[
\tilde{\beta}_n(\psi) - \beta = C_n^{-1} C_m^0 \delta_n - C_n^{-1} \frac{1}{\psi'(x) \mathrm{d} F(x)} \sum_{i=1}^{n} x_i \psi(e_i) + O_P(\|\delta_n\|^3 + n^{-1/2}\|\delta_n\|), 
\]
where \( \beta(\alpha) = (\beta_1 + F^{-1}(\alpha), \ldots, \beta_p)^T \).

Proof. The relation (3.8) follows from Lemma 3.2 in the same way as Theorem 2.4 from Theorem 2.1 in Hušková [6] therefore it is omitted. Applying (3.3) and (3.4) together with a standard arguments one receives that (3.9) holds true. \( \square \)

Lemma 3.4. Let the assumptions of Lemma 3.1 be satisfied. Then, as \( n \to \infty \),
\[
\sum_{i=1}^{k} x_i \psi(Y_i - x_i^T \tilde{\beta}_n(\psi)) = \sum_{i=1}^{k} x_i \psi(e_i) - C_k C_n^{-1} \sum_{i=1}^{n} x_i \psi(e_i) 
\]
\[
- H_k \delta_n \int \psi'(x) \mathrm{d} F(x) + O_P \left( \sqrt{k \log n\|\delta_n\| + k\|\delta_n\|^3} \right), 
\]
uniformly for \( 1 \leq k \leq m \),

\[
\sum_{i=k+1}^{n} x_i \psi(Y_i - x_i^T \tilde{\beta}_n(\psi)) = \sum_{i=k+1}^{n} x_i \psi(e_i) - C_k^0 C_n^{-1} \sum_{i=1}^{n} x_i \psi(e_i) 
\]
\[
- H_k \delta_n \int \psi'(x) \mathrm{d} F(x) g + O_P \left( \sqrt{(n-k) \log n\|\delta_n\| + (n-k)\|\delta_n\|^3} \right), 
\]
uniformly for \( m < k < n \),

where
\[
H_k = \begin{cases} 
C_k C_n^{-1} C_m^0 & 1 \leq k \leq m \\
C_k^0 C_n^{-1} C_m & m < k \leq n.
\end{cases}
\]
Moreover,
\[\hat{\sigma}^2_n(\psi(; K)) - \sigma^2(\psi(; K)) = o_p(1)\] (3.12)
\[\hat{\sigma}^2_n(\psi(; K)) - \sigma^2(\psi(; K)) = O_p(||\delta_n||),\] (3.13)
where \(\hat{\sigma}^2_n(\psi)\) and \(\hat{\sigma}^2_n(\psi)\) are defined in (1.10) and (1.11), respectively, and
\[\sigma^2(\psi) = \int \psi^2(x) \, dF(x).\]

**Proof.** Since (3.9) one can apply (3.1) and (3.4) with \(\Delta_{ni}(t)\) replaced by \((\hat{\beta}_n(\psi) - \beta)\) and we observe that
\[
\frac{1}{\sqrt{k}} \sum_{i=1}^{k} x_i \psi(Y_i - x_i^T \hat{\beta}_n(\psi)) = \sum_{i=1}^{k} x_i \psi(e_i) + \sum_{i=1}^{k} x_i \int \psi(e - x_i^T (\hat{\beta}_n - \beta)) \, dF(e)
\]
\[
= \sum_{i=1}^{k} x_i \psi(e_i) - C_k C_n^{-1} \sum_{i=1}^{n} x_i \psi(e_i) - H_k \delta_n \int \psi'(x) \, dF(x)
\]
\[+ O_P \left( k \log n ||\delta_n|| + k ||\delta_n||^3 \right)\]
uniformly for \(1 \leq k \leq m\), and (3.10) follows. Noticing that
\[\sum_{i=k+1}^{n} x_i \psi(Y_i - x_i^T \hat{\beta}_n(\psi)) = -\sum_{i=1}^{k} x_i \psi(Y_i - x_i^T \hat{\beta}_n(\psi))\]
and applying (3.2) and (3.5) we get (3.11) quite similarly as (3.10).

Now we turn to the proof of (3.13). By Lemma 3.3 in Hušková [9], as \(n \to \infty\),
\[
\max_{1 \leq k < n} \left( \sum_{i=1}^{k} x_i \psi(e_i) - C_k C_n^{-1} \sum_{i=1}^{n} x_i \psi(e_i) \right)^T C_k^{-1} C_n (C_k^0)^{-1} \left( \sum_{i=1}^{k} x_i \psi(e_i) - C_k C_n^{-1} \sum_{i=1}^{n} x_i \psi(e_i) \right) = O_P(\log \log n). \] (3.14)

Then using (3.10) – (3.11) and (3.14) and noticing that the first component of \(x_i\) equals 1 we obtain
\[
\max_{1 \leq k < n} \left( \sqrt{\frac{n}{k(n-k)}} \sum_{i=1}^{k} x_i \psi(Y_i - x_i^T \hat{\beta}_n(\psi)) \right)^2
\] \[
= \max_{1 \leq k < n} \left( -\sqrt{\frac{n}{k(n-k)}} (H_k \delta_n)_1 \int \psi'(x) \, dF(x)
\]
\[+ O_P \left( \sqrt{\log \log n} + \sqrt{\frac{k(n-k)}{n}} \left( \sqrt{\log n ||\delta_n|| + ||\delta_n||^3} \right) \right)^2
\]
\[= O_P(n ||\delta_n||^2 \log n),\]
where \((y)_1\) denotes the first component of the vector \(y\). Moreover,

\[
\sum_{i=1}^{n} E\psi^2(e_i + x_i\Delta_{ni}(t)) = n \int \psi(x) \, dF(x) + O_P \left( \left| \sum_{i=1}^{n} x_i\Delta_{ni}(t) \right| \right)
\]

\[= n \int \psi^2(x) \, dF(x) + O_P \left( n||\delta_n|| + |q_n| \right).\]

Also, it can be easily checked that (3.3) holds true if \(\psi\) is replaced by \(\psi^2\). Combining these arguments together with (3.9) we find that (3.13) holds true. Property (3.12) of \(\tilde{\sigma}_n^2(\psi(\cdot, K))\) can be shown in the same way and hence it is omitted. \(\square\)

**Lemma 3.5.** Let assumptions of Theorem 2.1 be satisfied and let \(q_n \to 0\) and \(\kappa_n \to 0\). Then for any \(K > 0\) and any \(c \in (0,1)\), as \(n \to \infty\),

\[
\max_{1 \leq k < n} \sup_{|s| \leq D \, ||t|| \leq D} \sup_{1 \leq k < n} \frac{1}{\sqrt{n-k}} \left\| \sum_{i=1}^{k} x_i \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right) \right\|
\]

\[
- \psi(e_i + x_i^T\Delta_{ni}(t); K) - E \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right) - \psi(e_i + x_i^T\Delta_{ni}(t); K)) \right\| = O_P(\sqrt{\log n}),
\]

(3.15)

\[
\max_{|s| \leq D \, ||t|| \leq D} \sup_{1 \leq k < n} \frac{1}{\sqrt{n-k}} \left\| \sum_{i=k+1}^{n} x_i \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right) \right\|
\]

\[
- \psi(e_i + x_i^T\Delta_{ni}(t); K) - E \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right) - \psi(e_i + x_i^T\Delta_{ni}(t); K)) \right\| = O_P(\sqrt{\log n}),
\]

(3.16)

\[
\sup_{|s| \leq D \, ||t|| \leq D} \frac{1}{\sqrt{n-k}} \left\| \sum_{i=1}^{n} x_i \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right) \right\|
\]

\[
- \psi(e_i + x_i^T\Delta_{ni}(t); K) - E \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right) - \psi(e_i + x_i^T\Delta_{ni}(t); K)) \right\| = O_P(\sqrt{\log n}),
\]

(3.17)

\[
\max_{1 \leq k < n} \sup_{|s| \leq D \, ||t|| \leq D} \frac{1}{k} \sum_{i=1}^{k} x_i E \left( \psi(e_i + x_i^T\Delta_{ni}(t); K + s\kappa_n) \right)
\]

\[
- \psi(e_i + x_i^T\Delta_{ni}(t); K)) \right\| = O_P(\kappa_n^3 + |\kappa_n||(\delta_n|| + q_n))
\]

(3.18)
and
\[
\max_{n \leq k \leq n} \sup_{|s| \leq D} \sup_{\|e\| \leq D} \frac{1}{n-k} \sum_{i=k+1}^{n} x_i E \left( \psi(e_i + x_i^T \Delta_{ni}(t); K + s\kappa_n) - \psi(e_i + x_i^T \Delta_{ni}(t); K) \right) = O_P(\kappa_n^3 + |\kappa_n|(|\delta_n| + q_n)) \tag{3.19}
\]
for any \(D > 0\), where \(\Delta_{ni}(t)\) is defined in (3.6).

**Proof.** We follow the line of the proof of Lemma 3.1 and we point out differences only. Namely, in our situation for \(s > 0\)

\[
\psi(e; K + s\kappa_n) - \psi(e; K) = \begin{cases} 
-s\kappa_n & e < -K - s\kappa_n \\
e + K & -K - s\kappa_n \leq e < -K \\
0 & -K \leq e < K \\
e - K & K \leq e < K + s\kappa_n \\
s\kappa_n & e \geq K + s\kappa_n
\end{cases}
\]

and similar expression holds also for \(s < 0\). Then standard arguments give

\[
\frac{1}{k} \sum_{i=1}^{k} E \left( \psi(e_i + x_i^T \Delta_{ni}(t); K + s\kappa_n) - \psi(e_i + x_i^T \Delta_{ni}(t); K) \right) = O \left( \kappa_n^3 + \kappa_n(|\delta_n| + |q_n|) \right)
\]

uniformly for \(1 \leq k \leq n\) and

\[
\max E \left( \psi(e_i + x_i^T \Delta_{ni}(t); K + s\kappa_n) - \psi(e_i + x_i^T \Delta_{ni}(t); K) \right)^2 = O \left( |s|^2 \kappa_n^2 \right).
\]

The rest of the proof is the same as that of Lemma 3.1. \(\Box\)

**Proof of Theorem 2.1.** At first we prove that Theorem 2.1 holds true if \(\hat{\psi}_n\) is replaced by \(\psi = \psi(\cdot; K)\), \(K > 0\).

By Lemma 3.4 \(S_k(\psi)\) can be decomposed into random and nonrandom part and the nonrandom part dominates the random one, namely, (3.10) implies

\[
S_k(\psi) = \xi_k(\psi) - H_k \delta_n \int \psi'(x) \, dF(x) + O_P \left( \sqrt{k \log n} |\delta_n| + k ||\delta_n||^3 \right) \tag{3.20}
\]

uniformly for \(1 \leq k \leq m\), where

\[
\xi_k(\psi) = \frac{1}{k} \sum_{i=1}^{k} x_i \psi(e_i) - C_k C_n^{-1} \sum_{i=1}^{n} x_i \psi(e_i), \quad k = 1, \ldots, n. \tag{3.21}
\]
Then using (3.14) and (3.20) we have
\[
S_k^T(\psi) C_k^{-1} C_n(C_k^0)^{-1} S_k(\psi) = \xi_k^T(\psi) C_k^{-1} C_n(C_k^0)^{-1} \xi_k(\psi)
\]
\[
-2\delta_n^T H_k^T C_k^{-1} C_n(C_k^0)^{-1} \xi_k(\psi) \int \psi'(x) \, dF(x)
\]
\[
+ \delta_n^T H_k^T C_k^{-1} C_n(C_k^0)^{-1} H_k \delta_n \left( \int \psi'(x) \, dF(x) \right)^2
\]
\[
+ O_P \left\{ \frac{n}{k(n-k)} \left( \left( \|\xi_k(\psi)\| + \|\delta_n\|k \right) \left( \sqrt{k \log n} \|\delta_n\| + k \|\delta_n\|^3 \right) + k \log n \|\delta_n\|^2 + k^2 \|\delta_n\|^6 \right) \right\}
\]
\[
= -2\delta_n^T C_m^0(C_k^0)^{-1} \xi_k(\psi) \int \psi'(x) \, dF(x) + \delta_n^T G_k \delta_n \left( \int \psi'(x) \, dF(x) \right)^2
\]
\[
+ O_P \left( \log \log n + \sqrt{\log \log n} \sqrt{k \|\delta_n\|^3} + \|\delta_n\|^2 \left( \sqrt{k \log n + \log n} + k \|\delta_n\|^6 \right) \right)
\]
uniformly for $1 \leq k \leq m$, where
\[
G_k = H_k^T C_k^{-1} C_n(C_k^0)^{-1} H_k.
\]
Clearly,
\[
G_k = -C_m^0 C_n^{-1} C_m + C_m^0(C_k^0)^{-1} C_m, \quad 1 \leq k \leq m,
\]
and therefore the sequence $G_k$, $1 \leq k \leq m$ is monotone (natural ordering of symmetric positive definite matrices) in $k$, the maximum is attained for $k = m$ and
\[
G_m = C_m^0 C_n^{-1} C_m.
\]
Moreover, by the assumption (D.1)
\[
\delta_n^T G_{|nt|} \delta_n(\log n)^{-1} \to \infty
\]
for any $t \in (0,1)$, while standard arguments give
\[
\|\delta_n^T C_m^0(C_k^0)^{-1} \xi_k(\psi)\| = O_P \left( \|\delta_n\| \sqrt{k \log \log n} \right) = o_P(\|\delta_n\|^2 n)
\]
uniformly for $1 \leq k \leq m$. This implies that, as $n \to \infty$,
\[
P \left( \max_{1 \leq k \leq m} S_k^T(\psi) C_k^{-1} C_n(C_k^0)^{-1} S_k(\psi) = \max_{m(1-\varepsilon) \leq k \leq m} S_k^T(\psi) C_k^{-1} C_n(C_k^0)^{-1} S_k(\psi) \right) \to 1
\]
for any $\varepsilon \in (0,1)$. Analogous results holds true for the maximum over $m < k < n$. Moreover,
\[
\max_{|k-m| \leq m} |\xi_k^T(\psi) C_k^{-1} C_n(C_k^0)^{-1} \xi_k(\psi) - \xi_m^T(\psi) C_m^{-1} C_n(C_m^0)^{-1} \xi_m(\psi)|
\]
\[
= O_P \left( \max_{|k-m| \leq m} \{ \|\xi_k(\psi) - \xi_m(\psi)\| \cdot \|C_k^{-1} C_n(C_k^0)^{-1}\| \cdot \|\xi_k(\psi)\| + \|\xi_m(\psi)\|^2 \cdot \|C_m - C_k\| \cdot \|C_m^{-1} C_n(C_k^0)^{-1}\| \} \right)
\]
\[
= O_P (\varepsilon),
\]
which means that choosing \( \epsilon \) positive small enough the maximum can be made arbitrary small. Combining the above relations together with (3.13) we can infer that the limit behavior of \( T_n(\psi) \) is the same as that of

\[
S_m^T(\psi) C_m^{-1} C_n C_m^0 - S_m(\psi) \frac{1}{\sigma^2(\psi)}.
\]

The assertion (2.2) can be concluded just inserting (3.15) with \( k = m \) into (3.20) and noticing that \( \xi_m(\psi) \) is a sum of independent random vectors with zero means and the variance matrix

\[
\sigma^2(\psi) C_m C_m^{-1} C_m^0
\]

and the assumptions of central limit theorem are satisfied.

The proof for \( T_n(\psi(\cdot; K)) \) is finished.

Now, we show that the assertion of our theorem is true, i.e. for \( T_n(\hat{\psi}_n) \). At first by Lemma 3.3, (3.3) and (3.16) we find that

\[
\hat{\beta}_n(\psi_n) - \beta = C_n^{-1} C_m^0 \delta_n - C_n^{-1} \int \psi'(x) \, dF(x) \sum_{i=1}^n x_i \psi(e_i) + O_P(\|\delta_n\|^3 + n^{-1/2}\|\delta_n\|).
\]

Then going step by step through the proof for \( T_n(\psi) \) we observe that

\[
S_k(\hat{\psi}_n) = \xi_k(\psi) - \delta_k \int \psi'(x) \, dF(x) + O_P(\sqrt{k \log n}\|\delta_n\| + k\|\delta_n\|^3)
\]

and

\[
\hat{\sigma}^2(\hat{\psi}_n) - \sigma^2(\psi(\cdot; F^{-1}(1 - \alpha))) = O_P(\|\delta_n\|)
\]

which means that the asymptotic representations remains the same if \( \psi(\cdot; F^{-1}(1 - \alpha)) \) is replaced by its estimator \( \hat{\psi}_n \). The rest of the proof is identical with that for \( T_n(\psi) \).

\[\square\]

**Proof of Theorem 2.2.** Similarly as in the proof of Theorem 2.1 we show the assertion for \( T_n(\psi, q_n) \) and then for \( T_n(\hat{\psi}_n, q_n) \). By (3.10) and (3.11) we have

\[
S_k^T(\psi) C_n^{-1} S_k(\psi)
\]

\[
= \left( \xi_k^T(\psi) - H_k \delta_n \int \psi'(x) \, dF(x) + O_P(\sqrt{k \log n}\|\delta_n\| + k\|\delta_n\|^3) \right)^T C_n^{-1} \left( \xi_k(\psi) - H_k \delta_n \int \psi'(x) \, dF(x) + O_P(\sqrt{k \log n}\|\delta_n\| + k\|\delta_n\|^3) \right)
\]

\[
= -2 \xi_k^T(\psi) C_n^{-1} H_k \delta_n + \delta_n H_k^T C_n^{-1} H_k \delta_n \left( \int \psi'(x) \, dF(x) \right)^2 + O_P \left( 1 + \|\delta_n\|^3 k^{3/2} / n + \|\delta_n\|^6 \right) k^2 / n
\]

uniformly for \( 1 \leq k \leq m \). The sequence

\[
\delta_n H_k^T C_n^{-1} H_k \delta_n \left( \frac{k(n-k)}{n^2} \right)^{-2\eta}
\]
is monotone in $k$ for $1 \leq k \leq m$ and arbitrary $0 < \eta < 1/2$ and maximum is reached for $k = m$. We set $\xi_0(\psi) = 0$ and $H_0 = 0$. Moreover, uniformly for $0 < t \leq \lambda$

$$
\left| \xi_{[nt]}^T(\psi) C_n^{-1} H_{[nt]} \delta_n \right| = O_P \left( \|\delta_n\| \sqrt{n} \right) = o_P \left( \|\delta_n\|^2 n \right)
$$

and

$$
\liminf_{n \to \infty} \frac{\delta_n H_m^T C_n^{-1} H_m \delta_n}{\|\delta_n\|^2 n} > 0.
$$

Analogous results can be derived for $m < k \leq n$. Thus arguing as in the proof of Theorem 2.1 one can conclude that the limit behavior of $T_n(\psi, q_\eta)$ is the same as that of

$$
\frac{S_m^T(\psi) C_n^{-1} S_m(\psi)}{q_\eta^2(\lambda) \sigma^2(\psi)}.
$$

The first part of our theorem for $T_n(\psi, q_\eta)$ follows while the second one is a consequence of (3.22) for $k = m$.

The proof for the $T_n(\widehat{\psi}_n, q_\eta)$ can be derived proceeding in quite the same way as at the end of the proof of Theorem 2.1 and therefore is omitted. □
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