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A qualitative method is explored for analyzing the stability of systems. The approach is a generalization of the celebrated Lyapunov method. Whereas classically, the Lyapunov method is based on the simple comparison theorem, deriving suitable candidate Lyapunov functions remains mostly an art. As a result, in the realm of delay equations, such Lyapunov methods can be quite conservative. The generalization is here in using the comparison theorem directly with a different scalar equation with known qualitative behavior. It leads to criteria for stability of general difference and delay differential equations.

1. INTRODUCTION

The past decades have seen an explosive growth in delay systems research. Foremost in the analysis is the problem of stability for such systems, and many alternative methods have been explored. Many survey papers have been written where this information may be found (see [4] and references therein and the sessions in recent ACC, CDC, ECC and MTNS conferences.) Most results are for linear systems of the form

\[ \dot{x}(t) = Ax(t) + Bx(t - \tau). \] (1)

For time-invariant delays and constant system matrices, complex analytic and algebraic (2-D) methods have been used. Another approach is based on Kharitonov's ideas. Qualitative methods based on Lyapunov theory have also enjoyed great success. There are basically two different approaches here, the Lyapunov–Krasovskii method and the Lyapunov–Razumikhin method. The latter has a higher degree of complexity, but merits in its ability to yield delay-dependent stability criteria. It has been pointed out that delay equations in the above form (1) are mainly of an academic interest, because of the imprecision with which they model real phenomena. However, there is great benefit in knowledge of the behavior of such systems, since the theory may always be 'robustified'. This is a route taken by many authors [8, 17]. Since the Lyapunov–Krasovskii theory yields delay independent conditions, precise values for delays do not need to be known, and the obtained conditions are in fact conditions for robust stability. The Riccati type condition (the existence of \( P, Q, R \geq 0 \) for which \( A'P + PA + Q + PBQ^{-1}B'P = 0 \)), stated in terms of the
system matrices, is therefore of great value: Because of its simplicity (it is equivalent to an LMI [2]) it should be the first condition to test. If one is successful, it would have been overkill to have investigated the less restrictive, but very complex conditions suggested by other methods.

Recently, a special class of systems with deviating argument (i.e., delay or advance) of the form \( (\alpha_0 \leq \alpha \leq 1) \)
\[
\dot{x} = Ax(t) + Bx(\alpha t)
\]  
has been investigated. Instability and asymptotic stability conditions were also presented in [10, 18], where the equation is referred to as a linear-delay equation. Some of the general theorems on non-oscillatory behavior in Erbe et al [5] apply to this system.

Sufficient conditions for asymptotic stability based on the Lyapunov-Krasovskii theory, were presented in [14]. A modified Riccati equation
\[
A'P + PA + Q + \frac{PBQ^{-1}B'P}{\alpha} + R = 0
\]  
was shown to play a significant role in this case.

All this prompts the question: Is it not possible to obtain less conservative conditions but without the expense of added complexity? Now, whereas this may seem like we are asking to get something from nothing, it is shown below that indeed this is possible, if one shifts the focus away from classical Lyapunov theory. A generalization, which really is in the same spirit as the original Lyapunov theory, is presented in Section 2. In Section 3, we explore the ideas on a simple difference equation, but with infinite dimensional state space. In Section 4, the delay differential system is approached with this new tool.

2. GENERALIZED LYAPUNOV THEORY

In this section we set the stage for a new class of Lyapunov functions by presenting first some background on a generalized Lyapunov theory [9, 12]. The point of departure is the comparison theorem. Specifically in the context of interconnected systems the use of vector Lyapunov functions has been successful. See also [13]. However, for reasons explained further we choose to stay in the domain of scalar comparison systems.

Let the autonomous dynamics of a system be described by
\[
\dot{x} = f(x)
\]  
and assume that \( x = 0 \) is an equilibrium. The classical theorem of Lyapunov in its simplest form states that if there exist a function \( V : \mathbb{R}^n \to \mathbb{R} \) such that for any \( x \in \mathbb{R}^n \), it holds that \( V(x) \geq 0 \) with equality iff \( x = 0 \), then the equilibrium, \( x = 0 \), of the autonomous system is stable if, along solutions of the system, \( \dot{V} \leq 0 \). It is asymptotically stable if the right hand side may be replaced by \( -\alpha V \).
This is based on the comparison theorem, which states that if the positive differentiable function $v(t)$ satisfies for some $\alpha > 0$,

$$\dot{v}(t) = -\alpha v(t), \quad v(0) = v_0 > 0,$$

and

$$\dot{V}(t) \leq -\alpha V(t), \quad V(0) = v_0 > 0,$$

then $V(t) \leq v(t)$ for all $t$. Of course the solution to (5) is well known: $v(t) = v_0 \exp(-\alpha t)$, so that one actually has exponential stability.

The novel idea in this paper is to replace (5) by another equation, for which the solution $v(t)$ is positive and either asymptotically stable with explicitly known behavior of decay, or at least is known to be asymptotically stable.

We select a particular instance: Consider the equation $\dot{v}(t) = av(t) + bv(t - \tau)$. It is known [7, p. 135] that this scalar system is asymptotically stable if the parameters $(a, b)$ are inside the region whose boundary is given in parametric form by

$$a = b \cos \omega \tau, \quad b \sin \omega \tau = -\omega, \quad 0 < \omega < \frac{\pi}{\tau}$$

and the line $a = -b$. Moreover, the Riccati condition shows that the region $|b| < -a$ is precisely the region of robust asymptotic stability (stability for all $\tau$) [15, 16].

The whole idea is equivalent to mapping, in a certain sense, the higher dimensional state space onto a one dimensional submanifold passing through the equilibrium. This line must not possess any self intersections. It follows that its points are well ordered, for instance, by using the ordering inherited by the arc length distance function. In fact any function, topologically conjugate to it will serve the same purpose. Let us call the point on the line, obtained by such a projection of a state $x$, the shadow $s(x)$. If now the system and its shadow are such that for all initial states in the neighborhood of the equilibrium, its shadow converges to the origin, then the null solution is asymptotically stable. Such convergence is implied if the shadow system satisfies a comparison system. For ordinary differential equations this states:

**Comparison Theorem.** Consider the scalar ordinary differential systems, defined on $[0, T)$.

$$\dot{x} = f_i(x); \quad i = 1, 2,$$

with common equilibrium, $x = 0$, and assume that for all $x$ in the neighborhood of the equilibrium, $f_1 \leq f_2$. Assume further that both equations have the same initial condition, $x_0$. If the solution to these equations is defined in an interval $0 \leq t < T$, then $x_1(t) \leq x_2(t)$ holds for all $t$ in the interval $(0, T)$, where $x_1$ and $x_2$ are respectively the solutions to the above equations with the given common initial condition.

Typically, one compares the induced one-dimensional shadow dynamics with the scalar equation $\dot{v} = -\alpha v$, for some positive $\alpha$, to derive conditions for exponential stability since the solutions to the comparison system are indeed exponential. The extension of this result for ordinary differential systems is:
Theorem 1. Suppose that a positive definite function $V : \mathbb{R}^n \rightarrow \mathbb{R}$ exists, such that along solutions of the dynamical equation,

$$\dot{x}(t) = f(x) \quad (9)$$

with equilibrium $x = 0$, the Lie derivative $L_fV$ of $V$ at $t$ is upper bounded by a function $\psi(V)$ and if the null solution of the scalar system described by

$$\dot{v} = \psi(v) \quad (10)$$

is asymptotically stable, and the nonzero solutions of (10) do not change sign, then the null solution of the dynamical system (9) is asymptotically stable.

Proof. It follows from the assumption

$$\frac{d}{dt} V(x(t)) \leq \psi(V), \quad \frac{d}{dt} v(t) = \psi(v)$$

and the comparison theorem that $0 \leq V(x(t)) \leq v(t)$, and since $v(t) \rightarrow 0$ if $t \rightarrow \infty$, $V(x(t)) \rightarrow 0$. \hfill \Box

The power of this theorem lies in the fact that it may be easier to find a suitable function $\psi$ for which (10) holds, than trying to find a classical Lyapunov functional satisfying (5) for the specific right hand side $-\alpha v(t)$.

Example. Given the system

$$\dot{x} = -x^3 + \frac{1}{2} \sin^3 x.$$  

The (simple) generalized Lyapunov function $V(x) = x^2$ gives

$$\dot{V} = 2x \left( -x^3 + \frac{1}{2} \sin^3 x \right)$$

$$= \left[ -2 + \left( \frac{\sin x}{x} \right)^3 \right] x^4 \leq -x^4.$$ 

The comparison system is

$$\dot{v} = -v^2$$

with solution

$$v(t) = \frac{1}{t + v(0)-1}.$$ 

Hence the given nonlinear system with initial condition $x_0$ satisfies

$$x^2(t) \leq \frac{1}{t + x_0^{-2}}$$

and is asymptotically stable, but convergence is not exponential.

The following two sections give applications to delay systems. Whereas [1] presented the general methodology with vector Lyapunov functions for functional equations (see also [3, 9]), the present paper exploits the fact that explicit necessary and sufficient conditions for robust stability exist in the scalar case.
3. DIFFERENCE EQUATION

In this section we consider difference equations of the form

\[ x(t + 1) = Ax(t) + Bx(t + \epsilon), \quad 0 < \epsilon < 1. \]  

(11)

Such equations were discussed in [6, 11]. They model effects of delays in computer controlled systems. Note that if \( \epsilon \) is rational, then the behaviour of (11) follows from standard discrete system techniques. Indeed, let \( \epsilon = p/q \) with \( 0 < p < q \) both integer. Define the \( qn \)-dimensional vector \( \xi(t) = [x'(t), x'(t + 1/q), x'(t + 2/q), \ldots, x'(t + (q - 1)/q)]' \). It is readily seen that the original system is now embedded in the delay-free, higher order model, (a sampled data system with sampling rate \( q \)).

\[
\xi(t + 1/q) = \begin{bmatrix}
0 & I \\
\vdots & \ddots \\
A & 0 & 0 & B & 0
\end{bmatrix}
\begin{bmatrix}
\xi(t)
\end{bmatrix}.
\]  

(12)

The full state space of the original difference system consists of the infinite Cartesian product of finite dimensional subspaces (one for each \( \theta \in (0,1) \)), but these are all decoupled. That is why in this case the stability is completely determined by the eigenvalues of the finite dimensional block companion matrix.

In the general (irrational \( \epsilon \)) scalar case, the solution to (11) satisfies for \( a, b > 0 \),

\[ x(t + n) = \sum_{k=0}^{n} \binom{n}{k} a^{n-k} b^k x_{t+k\epsilon}, \]

which is easily shown by induction. Consequently,

\[ |x(t + n)| \leq \sum_{k=0}^{n} \binom{n}{k} |a|^{n-k} |b|^k \max_{0<k<n} |x(t + k\epsilon)|, \]

and thus

\[ |x(t + n)| \leq \left[ \sum_{k=0}^{n} \binom{n}{k} |a|^{n-k} |b|^k \right] \max_{0<k<n} |x(t + k\epsilon)|. \]

Enlarging the set over which one maximizes further,

\[ \max_{0 \leq \theta \leq 1} x(\theta + n) \leq \sum_{k=0}^{n} \left( \binom{n}{k} a^{n-k} b^k \right) \sup_{0<t<1+n\epsilon} x(t) \leq (|a| + |b|)^n \sup_{0<t<1+n\epsilon} x(t). \]

Thus \( \sup_{n<\theta<n+1} |x(\theta)| \leq \sup_{0<t<n\epsilon} |x|(|a| + |b|)^n \), and combining for each integer \( n \)

\[ \sup_{0 \leq \theta \leq n+1} |x(\theta)| \leq \sup_{0<t<n\epsilon} |x(t)| \max_{0 \leq k \leq n} \{|(a| + |b|)^k\}. \]
Now one can extract again the integer part of \( ne < n \), and use the same inequality again. By iterating this way, one obtains a bound for \(|x(t)|\) at all \( t \) in terms of the initial data, involving a power of \((|a| + |b|)\). Consequently, the equation is asymptotically stable if \(|a| + |b| < 1\).

The characteristic equation for the difference equation is
\[
e^s - a - be^{se} = 0
\]
and \( s = \sigma + j\omega \) is a root if and only if
\[
e^{\sigma} \cos\omega - a - be^{\sigma\epsilon} \cos\epsilon = 0
\]
\[
e^{\sigma} \sin\omega - be^{\sigma\epsilon} \sin\epsilon = 0
\]
or equivalently
\[
e^{\sigma(1-\epsilon)} = b \frac{\sin\epsilon}{\sin\omega}
\]
\[
e^{\sigma} = \frac{a}{\sin\omega} \tan\epsilon \tan\omega - \tan\omega.
\]

We prove the following:

**Lemma 1.** The characteristic equation of the difference system has isolated roots. Moreover the roots do not contain cluster points.

**Proof.** Suppose this condition were not true. For a connected set of roots, there must exist a path such that each point on the path is a root. This means that \((e^s - be^{se}) \, ds\) must vanish identically along such a path. Taking real and imaginary parts, the condition is
\[
d\sigma = \frac{e^{\sigma} \sin\omega - be^{\sigma\epsilon} \sin\epsilon}{e^{\sigma} \cos\omega - be^{\sigma\epsilon} \cos\epsilon} = -\frac{d\omega}{d\sigma}.
\]
But this gives
\[
\left(\frac{d\sigma}{d\omega}\right)^2 = -1
\]
along such a path, which is nonsense. The same argument shows that near any root, there cannot be an other which is arbitrarily close, thus prohibiting cluster points in the spectrum. \(\square\)

Define thus the generalized Lyapunov function as a positive definite function \( V(x) \), satisfying along its solutions \( V(x(t+1)) < aV(x(t)) + bV(x(t+\epsilon)) \) for some positive scalars, \( a \) and \( b \) satisfying \( a + b < 1 \). We now derive a new Riccati equation condition for the robust stability of difference systems based on this Lyapunov function.
Theorem 2. The system (11) is robustly asymptotically stable if there exist positive definite matrices $P, Q, R$ and $S$, and positive numbers $\alpha, \beta$ with $\alpha + \beta < 1$ such that the Lyapunov equations
\begin{align*}
A'PA + Q &= \alpha P \quad (20) \\
B'PB + R &= \beta P, \quad (21)
\end{align*}
and the Riccati equation
\begin{equation*}
A' \left[ P^{-1} - \frac{1}{\beta} BP^{-1} B' \right]^{-1} A - \alpha P + S = 0, \quad (22)
\end{equation*}
hold.

Proof. Consider the Lyapunov function $V(\{x\}) = x'Px$. Define $v(t) = V(x(t))$. Along trajectories of (11), one has
\begin{equation*}
V(t + 1) - \alpha V(t) - \beta V(t + \epsilon) = \left[ x'(t)A' + x'(t + \epsilon)B' \right] \left[ Ax(t) + Bx(t + \epsilon) \right] - \alpha x'(t)Px'(t) - \beta x'(t + \epsilon)Px(t + \epsilon)
\end{equation*}

If the weight matrix of the quadratic form is negative definite, the difference is asymptotically stable for all $\epsilon \in (0, 1)$. This implies that there exist positive definite $Q$ and $R$ such that the Lyapunov equations
\begin{align*}
A'PA + Q &= \alpha P \quad (23) \\
B'PB + R &= \beta P \quad (24)
\end{align*}
hold, and that further
\begin{equation*}
Q > A'PBR^{-1}B'PA. \quad (25)
\end{equation*}
The discrete Lyapunov equations are equivalent to the Schur–Cohn stability of both $\frac{1}{\sqrt{\alpha}}A$ and $\frac{1}{\sqrt{\beta}}B$. The condition (25) is equivalent to the Riccati condition
\begin{equation*}
A'PA - \alpha P - A'PB(B'PB - \beta P)^{-1}B'PA < 0 \quad (26)
\end{equation*}
or, invoking Woodbury’s lemma
\begin{equation*}
A' \left[ P^{-1} - \frac{1}{\beta} BP^{-1} B' \right]^{-1} A - \alpha P < 0, \quad (27)
\end{equation*}
thus proving the assertion. □

4. DELAY–DIFFERENTIAL EQUATION

In this section the generalized Lyapunov theory is extended to functional differential equations, and then applied to a linear time-invariant delay system. The known Riccati condition is retrieved for the robust stability of the delay differential equation, but without invoking a Lyapunov–Krasovskii functional. In what follows, $\Phi_+ = C([-\tau, 0], \mathbb{R}^+) \subset \mathbb{R}^r$ is the set of nonnegative continuous functions on $[-\tau, 0]$. 
Lemma 2. Consider the scalar FDE
\[ \dot{x}(t) = ax(t) + bx(t - \tau) \]
with \( b > 0 \). If the initial data \( \phi_0 \in \Phi_+ \), then \( x(t) \geq 0 \) for all \( t \geq 0 \).

Proof. A solution exists for all \( t > 0 \). Assume that \( t_0 = \text{lub} \{ t \mid x(t) \geq 0 \} \). By continuity, \( x(t_0) = 0 \), and \( \dot{x}(t_0) = bx(t_0 - \tau) > 0 \). Hence \( x(t) \geq 0 \) in a neighborhood of \( t_0 \), contradicting that \( t_0 \) was the least upper bound.

The lemma says that under the given conditions, a solution, starting positive, remains positive throughout.

Lemma 3. If in addition to the conditions of Lemma 2, \( a < -b \), then the solution starting in \( \Phi_+ \) satisfies:
\[ x(t) \geq 0 \quad \forall t > 0 \]
\[ x(t) \to 0 \quad \text{if} \quad t \to \infty. \]

Proof. Trivial. \( \square \)

Lemma 4. Consider the scalar equations
\[ \dot{x}(t) = ax(t) + bx(t - \tau) \]
\[ \dot{y}(t) = f(y(t)) + by(t - \tau) \]
with \( b > 0 \), and \( f(y) < ay \) for \( y > 0 \), then if \( y(\theta) = x(\theta) = \phi(\theta); -\tau < \theta < 0 \), with \( \phi(\cdot) \in \Phi_+ \), it follows that
\[ y(t) \leq x(t) \quad \forall t. \]

Proof. By Lemma 2, \( x(t) \geq 0 \) for all \( t > -\tau \). Let now \( t_0 = \text{lub} \{ t \mid x(t) \geq y(t) \} \). Then \( x(t_0) = y(t_0) \) and
\[ \dot{x}(t_0) = ax(t_0) + bx(t_0 - \tau) \]
\[ \geq f(x(t_0)) + bx(t_0 - \tau) \]
\[ \geq f(y(t_0)) + by(t_0 - \tau) \]
\[ = \dot{y}(t_0). \]
Thus in a neighborhood of \( t_0 \), we have \( x(t) \geq y(t) \), contradicting the assertion. \( \square \)

Lemma 5. If in addition to Lemma 4, we have \( a < -b \), then \( y(t) \to 0 \).

Remark. Note that Lemma 2 can be generalized to the scalar equation \( \dot{y}(t) = f(y(t)) + by(t - \tau) \) with \( b > 0 \), and \( f \) Lipschitz (to guarantee the existence of a solution) and \( f(0) = 0 \), yielding the conclusion that \( y \) starting in \( \Phi_+ \) remains nonnegative.

One now readily derives from the above lemmas:
Theorem 3. If \( V(x) \) is a positive definite Lyapunov function, such that along the trajectories of a FDE (1), \( v(t) = V(x(t)) \) satisfies

\[
\dot{v}(t) - \alpha v(t) - \beta v(t - \tau) < 0,
\]

where \( \beta > 0 \) and \( \alpha < -\beta \), then the FDE is asymptotically stable.

Example. We consider for the linear system

\[
x'(t) = Ax(t) + Bx(t - \tau).
\]

the candidate Lyapunov function \( V(x) = x'Px \), where \( P \) is positive definite. Along solutions of the system:

\[
\frac{dV}{dt} = x'(t)(PA + A'P)x(t) + 2x'(t)PBx(t - \tau).
\]

It follows that

\[
\frac{dV}{dt} - \alpha V(t) - \beta V(t - \tau) = [x'(t), x'(t - \tau)] \begin{bmatrix} PA + A'P - \alpha P & B'P \\ PB & -\beta P \end{bmatrix} \begin{bmatrix} x(t) \\ x(t - \tau) \end{bmatrix}.
\]

The weight matrix is negative definite if

\[
A'P + PA - \alpha P + PB(\beta P)^{-1}B'P < 0.
\]

Note that this is the Riccati equation condition (3) for the special case \( Q = \beta P \), \( R = -(\alpha + \beta)P > 0 \).

5. CONCLUSION

We explored a new class of Lyapunov functions. Their application in the stability analysis for delay differential and difference systems is illustrated. Specifically, the fact that necessary and sufficient criteria for robust stability are explicitly known in the scalar case has been exploited.
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