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ON ESTIMABLE AND LOCALLY-ESTIMABLE
FUNCTIONS IN THE NON-LINEAR REGRESSION
MODEL

HELENA KOUTKOVA

The non-linear regression model y = n(¥) + ¢ with an error vector ¢ ha.vixng the zero mean and the
covariance matrix §2 (62 unknown) is considered. Some sufficient conditions of estimability and local
estimability of the function of the parameter ¢ are obtained, whilst the regularity of the model (i.e.
the regularity of Jacobi matrix of the function 5(9) is not required). Consequently, there are given — in
addition — precisions of A. H. Bird’s and G. A. Milliken’s research [1] concerning local reparameterization
of a singular model onto a regular model.

1. INTRODUCTION

Let

y=n(0)+e
be a non-linear regression model. Here y := (y1,...,yn)7 is a vector of the observed
data, ¥ := (J,...,Um) is a vector of unknown parameters, m < N, ¥ € ©, where

O is a given parameter space being an open non-empty subset of R™. The mapping
n:9 €0 — n@) € RN is supposed to be known and to have continuous second
order derivatives on ©. The vector ¢ is the zero mean random vector with the covariance
matrix 627 (62 unknown, I = identity matrix). Finally, it is supposed that the probability
distribution of ¢ is absolutely continuous with respect to the Lebesgue measure A on RY.
We shall use the following notations:
J() = (317('9)’_“’?@) . D(m,m,")N)’
EXR 30, D(d1,..,9m)

My = Argmin ||y —n(9) %,
JEQ
where || - || denotes the Euclidean norm in RY,
£ = {a9):0 €0},

N, Argmin [y —7 I

nee
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By O(d°) we denote a neighbourhood of the point ¥° € ©. R[J(Y9)] and L[J(?)]
denotes the rank of Jacobi matrix J(9) and the linear space generated by the columns
of the matrix J(¥). By C"(A) we denote the class of the functions that have continuous
partial derivatives of the n-th order on open set A.

Definition 1.1. The estimate § := J(.) of the parameter ¥ is that by the least
squares method if ¥(y) € M, for M, # 0.

Definition 1.2. (cf. [5]) The function f(.) : © — R is said to be an estimable function
of the parameter ¥ iff

A{y eRY: 3 () aéf(&)} =0
9,9€EMy
The class of estimable functions of the parameter ¥ shall be denoted by F.

Note 1.1. This definition is equivalent to the definition of estimability of a linear
function in a linear regression model (cf. C.R. Rao [7]).

Note 1.2. Since the probability distribution of the random vector € is absolutely
continuous with respect to the Lebesgue measure X for f(.) € F the following is valid:

vV Py {y eRV: 3 f(9) %f(ﬁ)} =0.
9ee $.5eM,

Definition 1.8. (cf.[5]) The function f(.) : © + R is said to be a locally-estimable
function of the parameter 4 in the point 9° € © iff

O(6°):=U d,9eUnM,

3 /\{yellﬂ”: 3 f(é>¢f<6)}=o-

The function f(.) is said to be a locally-estimable function of the parameter ¥ (in ©) if
J(.) is a locally-estimable function.of the parameter ¥ for every 9 € ©.
The class of locally-estimable functions of the parameter ¥ shall be denoted by F.

Note 1.3. If f(.) is an estimable function of the parameter 9, then f(.) is a locally-
estimable function of the parameter 9. The reverse implication is invalid.

Theorem 1.1. (See A. Pazman (6], Theorem 3.) Let & = {Jj_ &, Where & (k =
0,...,s) are differentiable C*-manifolds, &N & =0fori#j (4, j =0,...,s). Then

HAENy

. /\{yelRN: 3 ﬁ#ﬁ}:&
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Theorem 1.2. (cf.[5]) Let € = [J2y &, where & (k = 0,...) are differentiable
C%-manifolds. Then
A{yeRN: 3 H#qp=0.
A,iENY
Proof. The proof is analogous to the proof of Theorem 1.1, because the presumption
of the disjunction of the C2-manifolds has not been used in this proof. The presumption
of the countable union is then a trivial generalization of this proof. o

2. ESTIMABLE AND LOCALLY-ESTIMABLE FUNCTIONS IN THE NON-
LINEAR REGRESSION MODEL

Assumption A. It is supposed that every ¥ € © is the regular point of the function
n(?9), which is not constant on any open subset of O, i.e.

V3V RUW@)]= R0
€0 OW):=U JeU

Lemma 2.1. For every 9° € O there is a neighbourhood O(9°) := U such that (U)
is C2-manifold.

Proof. Let 9% € ©, then according to the rank theorem [2], exists:

i) O(¥°) := U and a homeomorphism ¢ of U onto the set ™ := {(z1,...,2,) € R™:
|z < 1,7 =1,...,m}, for which is valid: ¢ € C}(U),p~ € C*(I™);

i) O[p(9°)] := V D n(U) and a homeomorphism 1 of the set IV := {(zy,...,zn) €
RY :|x]< 1,5 =1,..., N} onto the set V, for which is valid: ¢ € C*(IN),4~" € C¥(V);
- so that 7(J) = ¢ o 7 0 p(?) for every ¥ € U, where 7 is the projection

(T1y. oy Tm) = (21,0, 24, 0,...,0).

Then g(U) = poropU),pU)=I"and x(I™) ={z € IV : 241 = ... = zy = 0}.
Hence it is implied that n(U) is a C%-manifold (see 3]). o

Theorem 2.1. The function 5;(.) is an estimable function for every i = 1,... N.

Proof. From Lemma 2.1 it follows that a system of open sets {U,} exists, so that
O=U,U,and &= User 7(Uy) bold, where (U, ) is a C*-manifold for every v € I'. As
O is a separable metric space, it is possible to select a finite or countable covering from
every open covering of . It is thus possible to express £ as an at most countable union
of the C%-manifolds. According to Theorem 1.2, then

ddem,

A{ye RY: 3 n(ﬁ)#n(t?)} =0.
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Obviously

A{yeIR”: 3 17(15)#71(19)}=0¢> \ A{yem”: 3 n.»(&);én,-(&)}:o.
i=1,..,N JIEMy

§,9EM,y

Thus 7:(-) € F for everyi =1,...,N. o

Theorem 2.2. a) The function f(-) € F iff

/\{yelRN: 3 f(ﬁ)aef@),n(&):n(@)}:&

deMy

b) The function f(-) € Fo iff for every ¥ € © there is O(d) := U so that

A{yélf_{”: 3 f(@)¢f(&),n(3)=n(z?)}=o.

4, 9eUnMy

Proof. It is apparently valid that

Il

{y ERY: 3 )4 F0)a) £ nm)} v

#,9eMy

{y eRM: 3 f(h) #f(ﬁ)}

d,9eM,

C

M,

{yE]RN: i f(19)961'(19)171(19);"7(75)}~

The statement of Theorem 2.2a) results from Theorem 2.1. The proof of the statement
of Theorem 2.2b) is quite analogous. [u]

Theorem 2.3. Let f(#) = Fip(9)] for every # € ©, then f(-) € F.

The proof follows immediately from Theorem 2.2a).

Note 2.1. The precondition f(J) = F[p(9)] for every ? € O is a sufficient one (not
a necessary one) for validity of f(.) € F, as the following example shows.
et 39 39
= — ) = ——n (1),
m(¥) o5 72(¥) 595 Je R - {-1}
Take f(¥) = 9. Evidently, f(9) is not possible to express as a function of p(¥) and
fyerF.

Notations. By 9;(-) we denote the ith coordinate function, i.e.

9i(9) =diforevery V€0, i=1,...,m.
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Theorem 2.4. Let R[J(J)] = m for every ¥ € ©.
a) Then Ji(.) € Fo for every i = 1,...,m.
b) If (¥) is a one-to-one mapping, then #;(-) € F for every i = 1,...,m.

Proof. These assertions are the consequences of Theorem 2.2. a

Note 2.2. i) If R[J(9°)] = k < m for 9° € ©, then n(¥) is not a one-to-one mapping
(nor locally a one-to-one mapping).

ii) It follows from Theorem 2.2a) that the precondition of a one-to-one character of
the function 7(?) is not a necessary one but only a sufficient one for validity of

9()EF (i=1,...,m).

iii) If R{J(¥)] = m for every J € O, then it need not be valid that 9;(-) € F for every
i=1,...,m.

Theorem 2.5. If

T
s eciie): (20, 2 ¢ oy

for every 9 € O, then g(-) € Fo.
Proof. Let 9° € © and let R[J(¥7)] = (1 £ k £ m). Then a neighbourhood

O(9°) := V exists such that there is a submatrix of the kth order from the matrix J(9),
which is regular on V and R[J(?)] = k for every ¥ € V. Let for instance

D(m,...,me)

e D000

# 0 for every 9 € V.

Under the assumption of the theorem we have

D, -, Mk, 9)
D(d1,...,9m)

Denote '(d9) := (m(9),...,nx(¥)). Then there is O(9°) := A and Op'(¥°)] := B
and a function F(n') € C'(B), so that g(#) = F[5(J)] holds for every ¥ € A (see [4],

Theorem 213). Since ¥° has been chosen arbitrarily, it is implied from Theorem 2.2b)
that g(-) € Fo. u]

] = k for every ¥ € V.

Theorem 2.6. Denote by

() r?n(ﬂ)] L )= {317(1’) 9n(9)

109) onv) - onlv)
T = |55, 3y, AR T

the decomposition of the matrix J(?) for which is valid:
i) R[J'(9)] = p for every ¥ € O,
i) L[JYI)) N L[J*(W)] = {0} for every ¥ € ©.
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Then 9i(-) € Fo forevery i =1,...,p.

Proof. Let 9o € © and let R[J(#)] = p-+r, where 0 <+ < m—p. Then O(¥p) := W
exists such that there is at least one subdeterminant of the (p + r)-th order from the
matrix J (), which is non-zero on W and R[J(#)] = p + r for every ¥ € W. Let us
suppose for instance that

det M #0 foreveryd e W. (2.1)
If » = 0, resp. 7 = m — p, then it follows from Theorem 2.4a) that ¥;(.) is a locally-
estimable function in the point 9, for every i = 1,...,p. Consequently, let 0 < r < m—p.
Then
ptr
Z Hi® foreveryd e W (j=p+r+1,...,m). (2.2)
k=p+1

Let us introduce the notations:
9= (D1, 0,), 9= (Do Opae)s
LARES (Fpsrits-o oy Om), 771 =(m,e. >np+'f)'
Further, consider the function
F(d,9') = n'(9) ~7".
Take 7o = n(d). Then, according to Assumption 2.1, we obtain
D(A,...,Fyr)
(‘917 '9p+r) (Fo.m3)
From the theorem on implicit function it follows that there is O(9},92) 1= A! x A% C
R? x R" and O(¥3,78) := B' x B> ¢ R™" x R"" such that to every point
(9,n') € B! x B? there exists only one point f(9°,7') € A' x A%, for which is valid
F[f(93,7"),9%,n'] = 0, while f € C*(B' x B%). Further, we have
GF(f(9°9), 9% 9] _
a9; -
for every (¥%,9') € B! x B¥;j =p+r+1,...,m. Hence, using (2.2) we obtajn
D(n1v-~-v7’}7+7) D(flw"')fp) D(”h”-aﬂp-}-") D(fp+11“'1fp+r) T ]
+ +H;(9)| =0
D(6:,...,6;) D(6;) D(0pt1,-- -1 0psr) D(8;) i)
for every (9%,1') € B'xB% j = p4r+1,...,m, where H;(9) := (H, +1(19) p.+,( Nt
and the derivatives of the function 5!(¢#) are computed at the point ¥ = (f('|93 7'),93).
Now, it follows from the preconditions of the theorem and from (2. 1) that %[’]H’i 0
for every (¥°,9') € B x B% j=p+r+1,...,m. Thus 9' = (fi(n'(¥)),-- -, fo(n'(¥)))
holds for ¥ € A! x A? x B'. Then it follows from Theorem 2.2b), that ¥i(+) is a locally-
estimable function in the point Jg for every : = 1,...,p.
Since ¥ has been chosen as an arbitrary one, ¥;(.) € F, holds for every ¢ = 1,...,p

det
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Note 2.3. If instead of the assumption ii) at Theorem 2.6 it is only supposed that
each column of J'(#) is not an element of L[J*(9)], it does not have to be ¥:(*) € Fo

valid for z = 1,...,p, as the following counterexample shows.
Take p(d) = (F', F?)9, © = R® where

10 1

Fl=100], F'= |0

01 1

Then R(F') = 2 and each column of F! is not an element of £{F?). Evidently, ¥:(-) ¢ F
for i = 1,2,3. As the considering model is linear, there is F = F; and thus 9:(:) ¢ Fo
for:=1,2,3.

Note 2.4. In [1] A.H. Bird and G. A. Milliken have presented a technique to deter-
mine the estimable functions in the non-linear regression model. They call the function
f(9) as an estimable one if it is invariant with respect to the least squares solution ob-
tained from normal equations. The estimable function was proved to be a solution of a
certain homogeneous partial differential equation in special case of a singular non-linear
model, i.e. the model in which the matrix J(¥) is not full rank (see [1], Theorem 2.3).
The proof of this statement is based on reparameterization of the singular non-linear
model. But this reparameterization can generally be done only locally and the parame-
ters are also only locally estimable in the reparammeterized model, because nor regularity
of the model, i.e. regularity of the matrix J(¢), does not ensure estimability, but only
local estimability of the parameter. Consequently, the authors do not differentiate be-
tween estimability and local estimability of the parameter function. The next section
gives precisions to results of this article.

Definition 2.1. The vectors H'(9) := (Hi(9),..., Hi,(9))T, i = 1,...,1, are said to
be the I-fundamental system of solutions of the system
() on(v)
50, +...4+ H.,,(ﬂ)m =0 (2.3)
on an open set U, if the following is valid:
a) H'(9) is the solution of (2.3) for every 9 € U, i = 1,...,1
b) Hi(¥) € C'(U) foreveryi=1,...,L; j=1,...,m
c) | HW) ||#£Oforeveryd e U, i=1,...,m
d) the vectors H'(9),..., H'(9) are linearly independent for every 9 € U
e) every solution H(#) of (2.3) on U can be expressed as a linear combination of the
vectors H'(9),..., H'(9), where coefficients of the combination are functions of ¥ gen-
erally.

Hy(9)

Lemma 2.2. Let RJ(W)] = k£ (1 £ k < m) for every ¢ € ©. Then there is
O(9°) := U for every 9° € O and an (m — k)-fundamental system of solutions of the
system (2.3) on U.
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Proof. The system (2.3) is the consistent system of linear equations for variables
Hi(9),..., Hn(9) for every 9 € ©. Let 9° € ©. Then there is at least one submatrix of
the kth order from the matrix J(¥) that is regular at the point ¥9° and consequently on
a neighbourhood O(9°) := U. Let for instance

D(m,---,m)

Mk
det ————1=
D(1,...,9%)

#0 for every ¥ € U.
From it follows that

Hy(9) - Hia(9)
=_[D(m,...,m>] " Do) |
’ D(6y,...,0: D(0kt1y-- -, 0, :
Hk(ﬂ) ( 1 ’ ’-) ( k+1 n) Hm(ﬂ)
holds for every 9 € U. Let us take (H},,(9),..., H,(9)) = (1,0,...,0),...
e (HEZH), .. HER(9)) = (0,...,0,1), we obtain the system of solutions of (2.3)
on U, for which the preconditions a) — €) of Definition 2.1 are evidently valid. a

Note 2.5. Let R[J(9)] =k, where 1 < k < m, for every ¥ € © and let a submatrix
of the kth order from the matrix J(¥) exist such that it is regular for every ¥ € ©.
Then, according to Lemma 2.2, there is an (m — k)-fundamental system of solutions of
the system (2.3) on ©. The system

o Ob(d) .
j —0 _ _
,-E=1 H] 9, =0; i=lL...,m-k (2.4)

is the complete system of the homogeneous linear partial differential equations (see {8}).

A function (1) is said to be a solution of (2.4), if

Zuga_'gé—'”zo; for every 9 €0; j=1,...,m—k.
=1 :

Obviﬁusly, the functions 7;(¥), . ...,nn(?) are solutions of (2.4).
Theorem 2.7. Let R[J(¥)] = k, where 1 < k < m, for every J € © and let a

submatrix of the kth order from the matrix J(¥) exist, which is regular for every ¥ € ©.
Then every solution of (2.4) on © is a locally estimable function of the parameter 9.

Prouf. Let for instance

D(n1,---,m)
D(by,...,0)

Let g(#) € C}(©) be a solution of (2.4) and let 8° € © exist such that
| Mot

det #0 for every ¥ € ©.

D(oly-“vng)

}_—_k+1
60
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Then R[(H',...,H™ )] < m —k —1 holds for every matrix (H*,..., H™*), which
satisfies the equality

[D(d)uu-,wlg)
Dby, -, 0m)

It is contrary to the precondition, that g(J) solves (2.4) on ©. Thus

D(¢»,---,wk,g)
R[ DINON)

Analogically as in the proof of Theorem 2.5, it can be proved that g(-) € 5. =]

}(H‘,...,H'""‘):O.

90

]:k for every 9 € ©.

Note 2.6. Let the function n(#) be not regular on any open non-empty subset of
©. Then the model y = 5(¥) + ¢ can be reparameterized onto the regular model locally.
That means, there is O(9°) := U for every ¥° € © and a system 1(9) :=
= ($1(9), ..., ¥e(9))T (1 < k < m) of solutions of (3.3) on U, such that

R [D(lfh,--wl/)k)

D(fy,...,6)

and a function F(9) : ¢(U) — RY, F(p) € C*y(U)] satisfying n(9) = F[$(9)] for
every ¥ € U (see [4], Theorem 213). Thus y = F(¢) +¢, ¢ € ¥(U), where i

[D(F1, ..., FN)

D, ..., %)

]:k for every 9 € U,

]:k for every ¢ € U.
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