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#### Abstract

In addition to the previous asymptotic theory of parameter estimation (cf. [2]) further asymptotic properties of the Gauss-Markov random fields are studied in the present paper. The explicit formulas for the entropy rate, the $I$-divergence, and the $\alpha$-divergence are obtained. Applications to parameter estimation and hypotheses testing are included.


## 1. INTRODUCTION

The Gauss-Markov random fields are used as the probability models for the statistical analysis of spatial data. In the preceding paper [2] a convenient way of their parameter description was given, and a method for the parameter estimation was proposed.

The method and its asymptotic properties are closely connected with those characteristics of distributions which are studied in frame of thermodynamics or, parallelly, in frame of information theory. Namely, we mean the entropy rate, the $I$-divergence (information gain), and the $\alpha$-divergence (for the definitions see below).

Thus, the present paper is devoted to deriving the explicit form of these characteristics for the Gauss-Markov random fields. The main results are obtained in Section 3 with the proofs and some auxiliary results in the following Section 4.

As an application in Section 5 we investigate the connection between the estimator proposed in [2] are the so called minimum distance methods (cf. [6]). This connection is based on the considered notions, and it seems to be interesting and fruitful from both the computational and the methodological aspects.

Section 6 contains an application of the results to testing hypotheses, namely the appropriate versions of the Stein and the Chernoff theorems on the asymptotic behaviour of the error probabilities are introduced.

Some of the asymptotic results were attained by Künsch [3] with the aid of a bit
different methods. But only the Gauss-Markov fields with zero mean value were considered, and the question of $\alpha$-divergence was not studied at all.

The divergences of probability measures and related topics being concerned, we follow [8] as the main reference.

## 2. PRELIMINARIES

We shall only briefly recall some basic definitions and results concerning GaussMarkov random fields (for more details cf. [2] - Section 2 and Section 3).

By a Gauss-Markov random field we mean a stochastic process $\left\{X_{\boldsymbol{t}}\right\}_{t \in \mathscr{Y}}$ on a $d$-dimensional lattice $\mathscr{Z}^{d}$ with
i) translation invariant distribution $\mathbf{P}$;
ii) Gaussian finite-dimensional marginals $\mathbf{P}^{\mathbb{V}}$,

$$
\mathscr{V} \in \mathfrak{I}=\left\{\mathscr{V} \subset \mathscr{Z}^{d} ; 0<|\mathscr{V}|=\operatorname{card} \mathscr{V}<\infty\right\}
$$

iii) spectral density given by

$$
\begin{aligned}
& \qquad f_{\boldsymbol{U}}(\lambda)=\left[2 \cdot \sum_{k \in \mathscr{A}} U(k) \cos k \lambda\right]^{-1} \quad \text { for every } \quad \lambda \in \mathscr{I}_{d}=[-\pi, \pi]^{d}, \\
& \text { where } \\
& \boldsymbol{U}=\{\boldsymbol{U}(k)\}_{k \in \mathscr{M}} \in \mathfrak{D}_{\mathscr{A}}=\left\{\boldsymbol{U} \in \mathscr{R}^{|\mathcal{M}|} ; \sum_{k \in \mathscr{A}} U(k) \cos k \lambda>0 \text { for every } \lambda \in \mathscr{I}_{d}\right\}, \\
& \mathscr{M} \in \Omega, \mathscr{M} \subset \mathscr{Z}_{+}^{d}=\left\{t \in \mathscr{Z}^{d} ; t \geqq 0\right\} \text { (" } \geqq \text { "' is the lexicographical ordering); }
\end{aligned}
$$

iv) constant mean value given by

$$
\mu_{h, \boldsymbol{U}}=-h \cdot f_{U}(0), \quad h \in \mathscr{R}
$$

Thus, we can see that the distribution $\mathbf{P}$ depends on a $(1+|\mathscr{M}|)$-dimensional parameter $\boldsymbol{\theta}=(h, \boldsymbol{U}) \in \mathscr{R} \times \mathfrak{D}_{\boldsymbol{A}}=\boldsymbol{\Theta}$.
In what follows we shall use the term "random field" for the distribution and we shall deal with the (locally asymptotically normal - cf. [2]) parameter family $\mathbb{P}=\left\{\boldsymbol{P}_{\mathbf{0}}\right\}_{\boldsymbol{\theta} \in \boldsymbol{\Theta}}$ of Gauss-Markov random fields.

Let us note that the Gauss-Markov random field $\mathbf{P}_{\boldsymbol{\theta}}$ may be understood as a Gibbs field with a finite range pair potential $\boldsymbol{U}$ given by

$$
U_{\{t\}}\left(x_{t}\right)=\boldsymbol{U}(0) x_{t}^{2}+h x_{t} \quad \text { for every } \quad t \in \mathscr{Z}^{d}
$$

and

$$
\boldsymbol{U}_{\{s, t\}}\left(x_{s}, x_{t}\right)=\boldsymbol{U}_{\{t, s\}}\left(x_{t}, x_{s}\right)=\boldsymbol{U}(t-s) x_{t} x_{s} \text { for } t-s \in \mathscr{M} \backslash\{0\}
$$

(for detailed treatment of this approach cf. [1] and [3]).
For every $U \in \mathcal{D}_{\mathscr{M}}$ the corresponding covariance function

$$
\boldsymbol{R}_{v}(t)=(2 \pi)^{-d} \int_{\mathscr{F}_{d}} \mathrm{e}^{i t \lambda} f_{v}(\lambda) \mathrm{d} \lambda, \quad t \in \mathscr{Z}^{d}
$$

is absolutely convergent: $\sum_{t \in \mathscr{Y}^{d}}\left|R_{V}(t)\right|<\infty$.

Let a function $a: \mathscr{Z}^{d} \rightarrow \mathscr{R}$ be given by

$$
\begin{array}{ll}
\boldsymbol{a}(0)=2 \cdot \boldsymbol{U}(0) & \\
\boldsymbol{a}(t)=\boldsymbol{U}(t) \quad \text { for } \quad t \in \mathscr{M} \backslash\{0\} \quad \text { or } \quad-t \in \mathscr{A} \backslash\{0\} \\
\boldsymbol{a}(t)=0 & \text { otherwise } .
\end{array}
$$

Then we can easily verify that

$$
\boldsymbol{a}(t)=(2 \pi)^{-d} \int_{\mathscr{F}_{a}} \mathrm{e}^{-i t \lambda}\left[f_{\boldsymbol{V}}(\lambda)\right]^{-1} \mathrm{~d} \lambda \quad \text { for every } t \in \mathscr{Z}^{d}
$$

and the infinite matrix $\mathbf{A}=(\boldsymbol{a}(t-s))_{t, s \in \mathscr{F} d}$ is inverse to the infinite covariance matrix $\mathbf{R}_{\boldsymbol{U}}=\left(\boldsymbol{R}_{\boldsymbol{U}}(t-s)\right)_{t, s \in \mathscr{E}^{\mathscr{Z}} d}$.

## 3. ENTROPY RATE, $I$-DIVERGENCE, AND $\alpha$-DIVERGENCE

Suppose a stationary random field $\mathbf{P}$ to be given by its densities $p^{\boldsymbol{V}}, \mathscr{V} \in \Omega$.
Then we define the entropy rate as the limit

$$
\mathrm{S}(\mathbf{P})=\lim _{\gamma \nmid \mathscr{P}^{d}}|\mathscr{H}|^{-1} \mathrm{E}_{\mathbf{P}}\left\{-\log p^{\mathscr{r}}\right\}
$$

which always exists (it can be equal to $-\infty$, cf. [4]).
For a pair $\mathbf{P}, \mathbf{Q}$ of stationary random fields with densities $p^{\mathscr{V}}$ and $q^{\mathscr{V}}, \mathscr{V} \in \mathfrak{S}$, respectively, we define the $I$-divergence of $\mathbf{P}$ with respect to $\mathbf{Q}$ by

$$
\mathrm{H}_{I}(\mathbf{P} \mid \mathbf{Q})=\lim _{\mathscr{V} \nmid \mathscr{V}^{d}}|\mathscr{V}|^{-1} \mathrm{E}_{\mathbf{P}}\left\{\log p_{\mathscr{V}} \mid q_{\mathscr{V}}\right\}
$$

whenever the integrals and the limit exist. Otherwise we set $H_{I}(\mathbf{P} \mid \mathbf{Q})=\infty$.
The convergence $\mathscr{V} \nrightarrow \mathscr{Z}^{d}$ is defined in order to satisfy

$$
|\mathscr{V}|^{-1}\left|\mathscr{V}_{k}\right| \rightarrow 1 \quad \text { for every } \quad k \in \mathscr{Z}^{d}
$$

where $\mathscr{V}_{k}=\mathscr{V} \cap(\mathscr{V}+k)$.
We denote by $\mathbb{M}$ the family of all stationary random fields with finite second moments, finite entropy rate, and with all the marginal densities, i.e.

$$
\mathbf{P} \in \mathbb{M} \quad \text { iff } \quad \mathrm{E}_{\mathbf{P}}\left[X_{0}^{2}\right]<\infty, \quad \mathrm{S}(\mathbf{P})>-\infty, \quad \text { and } \quad p^{\mathscr{r}} \text { exists for every } \mathscr{V} \in \Omega
$$

Theorem 3.1. Let $\mathbf{Q} \in \mathbb{M}, P_{\boldsymbol{\theta}} \in \mathbb{P}$. Then
i) $\mathrm{S}\left(\mathbf{P}_{\boldsymbol{\theta}}\right)=\frac{1}{2}\left(1+\log (2 \pi)+(2 \pi)^{-d} \int_{\mathscr{f}_{d}} \log f_{\boldsymbol{V}}(\lambda) \mathrm{d} \lambda\right)$;
ii) $H_{l}\left(\mathbf{Q} \mid \mathbf{P}_{\boldsymbol{\theta}}\right)=\frac{1}{2}\left\{\log (2 \pi)+(2 \pi)^{-\boldsymbol{d}} \int_{\mathscr{F}_{d}} \log f_{\boldsymbol{U}}(\lambda) \mathrm{d} \lambda+2 \sum_{k \in \mathscr{A}} \boldsymbol{U}(k) \cdot\left[\boldsymbol{R}_{\mathbf{Q}}(k)+\right.\right.$ $\left.\left.+\left(\mu_{h, U}-v_{\mathbf{Q}}\right)^{2}\right]\right\}-S(\mathbf{Q})$,
where $v_{\mathbf{Q}}=\mathrm{E}_{\mathbf{Q}}\left[X_{0}\right]$ and $\boldsymbol{R}_{\mathbf{Q}}(k)=\mathrm{E}_{\mathbf{Q}}\left[\left(X_{0}-v_{\mathbf{Q}}\right)\left(X_{k}-v_{\mathbf{Q}}\right)\right]$ are the mean value and the covariance function, respectively, of the random field $\mathbf{Q}$.

The proof of the theorem is given in Section 4. Here we continue with some easy consequences.

Corollary 3.2. i) Let $\mathbf{P}_{\boldsymbol{\theta}}, \mathbf{P}_{\boldsymbol{\theta}^{*}} \in \mathbb{P}$. Then

$$
\begin{gathered}
\mathrm{H}_{\boldsymbol{I}}\left(\mathbf{P}_{\mathbf{\theta}^{*}} \mid \mathbf{P}_{\boldsymbol{\theta}}\right)=\frac{1}{2}\left\{(2 \pi)^{-d} \int_{\mathcal{g}^{\boldsymbol{d}}} \log \frac{f_{\boldsymbol{U}}(\lambda)}{f_{\boldsymbol{U}^{*}}(\lambda)} \mathrm{d} \lambda-1\right\}+ \\
\quad+\sum_{k \in \boldsymbol{M}} \boldsymbol{U}(k)\left[\mathbf{R}_{\boldsymbol{U}^{*}}(k)+\left(\mu_{h, \boldsymbol{U}}-\mu_{l^{*}, \boldsymbol{U}^{*}}\right)^{2}\right]
\end{gathered}
$$

ii) For $\mathbf{Q} \in \mathbb{M}$ it holds

$$
\begin{gathered}
\mathrm{H}_{I}\left(\mathbf{Q} \mid \mathbf{P}_{\mathbf{\theta}^{0}}\right)=\min _{\boldsymbol{\theta} \in \boldsymbol{\Theta}} \mathrm{H}_{I}\left(\mathbf{Q} \mid \mathbf{P}_{\boldsymbol{\theta}}\right) \quad \text { iff } \\
v_{\mathbf{Q}}=\mu_{h^{0}, \boldsymbol{U}^{0}} \text { and } \boldsymbol{R}_{\mathbf{Q}}(k)=\boldsymbol{R}_{\boldsymbol{U}^{0}}(k) \text { for every } k \in \mathscr{M} .
\end{gathered}
$$

Proof. The first statement is straightforward if we properly substitute for the terms from Theorem 3.1.

If the minimum in the second statement is reached at $\boldsymbol{\theta}^{\circ}$ we obtain the claimed identities by differentiation of the $I$-divergence with respect to the parameters.

From the other side if the condition is satisfied we have

$$
\mathrm{H}_{I}\left(\mathbf{Q} \mid \mathbf{P}_{\boldsymbol{\theta}}\right)-\mathrm{H}_{I}\left(\mathbf{Q} \mid \mathbf{P}_{\mathbf{\theta}^{\circ}}\right)=\mathrm{H}_{I}\left(\mathbf{P}_{\mathbf{\theta}^{0}} \mid \mathbf{P}_{\boldsymbol{\theta}}\right) \geqq 0
$$

## for every $\boldsymbol{\theta} \in \boldsymbol{\Theta}$.

It is not difficult to see that for a pair $\mathbf{P}, \mathbf{Q}$ of stationary random fields with densities $p^{\mathscr{V}}$ and $q^{\mathscr{V}}, \mathscr{V} \in \Omega$, respectively, we have

$$
\mathrm{E}_{\mathbf{P}}\left[\log \frac{p^{\vee}}{q^{\Downarrow}}\right]=\lim _{\alpha \rightarrow 0} \frac{1}{\alpha(\alpha-1)} \log \mathrm{E}_{\mathbf{P}}\left[\left(\frac{q^{\vee}}{p^{\vee}}\right)^{\alpha}\right] .
$$

whenever the expressions make sense, and similarly

$$
\mathrm{E}_{\mathbf{Q}}\left[\log \frac{q^{\mathscr{V}}}{p^{\Downarrow}}\right]=\lim _{\alpha \rightarrow 1} \frac{1}{\alpha(\alpha-1)} \log \mathrm{E}_{\mathbf{P}}\left[\left(\frac{q^{\Downarrow}}{p^{\vee}}\right)^{\alpha}\right]
$$

Therefore, we can understand the $I$-divergence as a special case of the $\alpha$-divergence defined by

$$
H_{\alpha}(\mathbf{P} \mid \mathbf{Q})=\frac{1}{\alpha(\alpha-1)} \lim _{\mathscr{}\left(\mathscr{Q}^{\alpha}\right.}|\mathscr{Y}|^{-1} \log \mathrm{E}_{\mathbf{P}}\left[\left(\frac{q^{\mathscr{V}}}{p^{\Downarrow}}\right)^{\alpha}\right]
$$

if the integrals and the limit exist.
For the sake of brevity let us denote

$$
\begin{aligned}
& w(c)=(1-c)^{-1} c \text { for } c<1, \text { and } \\
& w(c)=+\infty \quad \text { for } c \geqq 1 .
\end{aligned}
$$

Theorem 3.3. Let $\mathbf{P}_{\mathbf{\theta}}, \mathbf{P}_{\mathbf{0}^{*}} \in \mathbb{P}$,

$$
\alpha \in\left(-w\left(\min _{\lambda \in \mathscr{F}_{a}} \frac{f_{U}(\lambda)}{f_{U^{*}}(\lambda)}\right), \quad 1+w\left(\min _{i \in \mathcal{I}_{a}} \frac{f_{U^{*}}(\lambda)}{f_{U}(\lambda)}\right)\right)
$$

Then

$$
\begin{gathered}
H_{\alpha}\left(\mathrm{P}_{\theta^{*}} \mid \mathbf{P}_{\theta}\right)=\frac{1}{2}\left\{( 2 \pi ) ^ { - d } \int _ { \mathscr { I } _ { d } } \left[(1-\alpha)^{-1} \log f_{\boldsymbol{U}}(\lambda)+\alpha^{-1} \log f_{\boldsymbol{U}^{*}}(\lambda)-\right.\right. \\
\left.\quad-(\alpha(1-\alpha))^{-1} \log f_{\alpha \boldsymbol{U}+(1-\alpha) U^{*}}(\lambda)\right] \mathrm{d} \lambda+ \\
+\left[f_{\boldsymbol{U}}(0) \cdot f_{\boldsymbol{U}^{*}}(0)\right]^{-1} \cdot f_{\alpha \boldsymbol{U}+(1-\alpha) \boldsymbol{U}^{*}}(0) \cdot\left(\mu_{h, \boldsymbol{U}}-\mu_{h^{*}, \boldsymbol{U}^{*}}\right)^{2\}}
\end{gathered}
$$

The proof of the theorem is given again in the next section.
Corollary 3.4. Let $\mathbf{P}_{\boldsymbol{\theta}}, \mathbf{P}_{\mathbf{\theta}^{*}} \in \mathbb{P}$. Then

$$
\mathrm{H}_{\boldsymbol{I}}\left(\mathbf{P}_{\mathbf{0}^{*}} \mid \mathbf{P}_{\boldsymbol{\theta}}\right)=\lim _{\alpha \rightarrow 0} \mathrm{H}_{\alpha}\left(\mathbf{P}_{\mathbf{0}^{*}} \mid \mathbf{P}_{\boldsymbol{\theta}}\right)
$$

and

$$
H_{I}\left(\mathbf{P}_{\mathbf{\theta}} \mid \mathbf{P}_{\mathbf{0}^{*}}\right)=\lim _{\alpha \rightarrow 1} H_{\alpha}\left(\mathbf{P}_{\mathbf{0}^{*}} \mid \mathbf{P}_{\mathbf{0}}\right)
$$

Proof. We may write

$$
\begin{aligned}
\lim _{\alpha \rightarrow 0} \mathrm{H}_{\alpha}\left(\mathbf{P}_{\mathbf{a}^{*}} \mid \mathbf{P}_{\mathbf{0}}\right)= & \frac{1}{2}\left\{(2 \pi)^{-d} \int_{\mathscr{\mathscr { q }}_{\boldsymbol{d}}}\left[\log \frac{f_{\boldsymbol{U}}(\lambda)}{f_{\mathbf{U}^{*}}(\lambda)}+\frac{f_{\boldsymbol{U}^{*}}(\lambda)}{f_{\boldsymbol{U}}(\lambda)}-1\right] \mathrm{d} \lambda+\right. \\
& \left.+\left[f_{\boldsymbol{U}}(0)\right]^{-1}\left(\mu_{h, \boldsymbol{U}}-\mu_{h^{*}, \boldsymbol{U}^{*}}\right)^{2}\right\}
\end{aligned}
$$

and, since $\left[f_{\boldsymbol{V}}(0)\right]^{-1}=2 \sum_{k \in \mathscr{M}} \boldsymbol{U}(k)$ and

$$
(2 \pi)^{-d} \int_{\mathscr{f}_{\boldsymbol{d}}} \frac{f_{\boldsymbol{U}^{*}}(\lambda)}{f_{\boldsymbol{U}}(\lambda)} \mathrm{d} \lambda=2 \sum_{k \in \mathcal{M}} \boldsymbol{U}(k) \boldsymbol{R}_{\boldsymbol{U}^{*}}(k)
$$

we obtain the claimed statement for $\alpha \rightarrow 0$.
For $\alpha \rightarrow 1$ we proceed in the same way.

## 4. PROOFS AND AUXILIARY RESULTS

In this section we intend to prove the theorems introduced in the preceding section. In fact, we shall prove something more general.

Let $\mathfrak{F}$ be the class of bounded, positive, real valued and differentiable functions $f$ defined on $\mathscr{I}_{d}$ by

$$
f(\lambda)=\sum_{t \in \mathscr{Y}^{a}} r(t) \mathrm{e}^{\mathrm{i} t \lambda} \quad \text { for every } \quad \lambda \in \mathscr{I}_{d}
$$

Then, according to Corollary VII 1.9 in [5] the Fourier coefficients are absolutely summable, i.e.

$$
\sum_{t \in \mathscr{X}^{d}}|\boldsymbol{r}(t)|<\infty
$$

and the same is true for the Fourier coefficients of the reciprocal function, i.e.

$$
\sum_{t \in \mathscr{P}^{d}}|\boldsymbol{a}(t)|<\infty
$$

where

$$
[f(\lambda)]^{-1}=\sum_{t \in \mathscr{\mathscr { C }}} a(t) \mathrm{e}^{\mathrm{i} t \lambda} \quad \text { for every } \quad \lambda \in \mathscr{I}_{d}
$$

It is easy to see that the infinite matrix $\mathbf{A}=(\boldsymbol{a}(t-s))_{t, s \in \mathscr{F}^{d}}$ is inverse to the matrix $\mathbf{R}=(\boldsymbol{r}(t-s))_{t, s \in \mathscr{Y} d}$.

Let us denote $f^{\max }=\max _{\lambda \in \mathcal{F}_{d}} f(\lambda), f^{\min }=\min _{\lambda \in \mathscr{F}_{d}} f(\lambda)$. For an $m \times m$ matrix $\mathbf{D}$ with
the eigenvalues $c_{j}, j=1, \ldots, m$, let us denote $\varrho(\mathbf{D})=\max _{j=j, \ldots, m}\left|c_{j}\right|$. Further, we introduce some useful basic results concerning positive definite matrices.

Lemma 4.1. i) For C, $\mathbf{D}>0$ it holds

$$
\frac{\mathrm{d}}{\mathrm{~d} \gamma} \log \operatorname{Det}(\gamma \mathbf{C}+(1-\gamma) \mathbf{D})=\operatorname{Tr}\left\{(\gamma \mathbf{C}+(1-\gamma) \mathbf{D})^{-1}(\mathbf{C}-\mathbf{D})\right\} .
$$

ii) For $\mathbf{C}, \mathbf{D} \geqq 0$ it holds

$$
0 \leqq \operatorname{Tr}(\mathbf{C D}) \leqq \varrho(\mathbf{C}) \operatorname{Tr}(\mathbf{D})
$$

The results are well-known and need not be proved.
Lemma 4.2. Let $\mathbf{R}_{*}$ be an arbitrary infinite covariance matrix, i.e. $\mathbf{R}_{*}$ is positive semidefinite and $\mathbf{R}_{*}=\left(\mathbf{R}_{*}(t, s)=\boldsymbol{r}_{*}(t-s)\right)_{t, s \in \mathcal{Y}^{d}}$, and $\mathbf{A}$ corresponds to some $f \in \mathfrak{G}$. Then


Proof. We may write

$$
|\mathscr{V}|^{-1} \sum_{t, s \in \mathscr{Y}} \boldsymbol{r}_{*}(t-s) \boldsymbol{a}(s-t)=\sum_{k \in \mathscr{\mathscr { X }}} \boldsymbol{r}_{*}(k) \boldsymbol{a}(k) \cdot|\mathscr{Y}|^{-1} \cdot\left|\mathscr{F}_{k}\right| .
$$

Since $\left|r_{*}(k)\right| \leqq r_{*}(0)$ and $\sum_{k \in \mathcal{P}^{a}}|a(k)|<\infty$, the convergence is dominated and we
obtain the first statement.
In order to prove the second one we observe $\mathbf{R}^{\text {vcro }}-\left(\mathbf{A}^{\text {rcrc }}\right)^{-1} \geqq 0$ and therefore

$$
\begin{aligned}
& \leqq \boldsymbol{r}_{*}(0) \cdot \sum_{k, l \in \underset{\mathscr{Y}^{d}}{ }}|\boldsymbol{a}(k)||\boldsymbol{a}(l)| \cdot \sum_{, \sum_{\mathscr{C}}}|\boldsymbol{r}(m)| \cdot|\mathscr{Y}|^{-1} \cdot \mid(\mathscr{V}+k) \cap(\mathscr{V}+l+m) \cap \\
& \cap \mathscr{V}^{c} \cap\left(\mathscr{V}^{c}+m\right) \mid \rightarrow 0
\end{aligned}
$$

again by the dominated convergence arguments.
Lemma 4.3. For $f_{1}, f_{2}, f_{3} \in \mathbb{G}$ it holds

Proof. We have

$$
\begin{aligned}
& =\left[\mathbf{R}_{1}^{\gamma \gamma}\right]^{-1} \mathbf{R}_{2}^{\gamma \gamma}\left(\left[\mathbf{R}_{3}^{\gamma \gamma}\right]^{-1}-\mathbf{A}_{3}^{\gamma \gamma}\right)+\left(\left[\mathbf{R}_{1}^{\gamma \gamma}\right]^{-1}-\mathbf{A}_{1}^{\gamma \gamma}\right) \mathbf{R}_{2}^{\gamma \gamma} \mathbf{A}_{3}^{\gamma \gamma} .
\end{aligned}
$$

Now, due to Lemma 4.1 ii ) and Lemma 4.2 ii) it follows

$$
\begin{aligned}
& 0 \geqq|\mathscr{V}|^{-1} \mathbf{1}_{\mathscr{V}}^{\mathrm{T}}\left[\mathbf{R}_{1}^{\mathscr{}}\right]^{-1} \mathbf{R}_{2}^{\mathscr{}}\left(\left[\mathbf{R}_{3}^{\downarrow \mathscr{V}}\right]^{-1}-\mathbf{A}_{3}^{\mathscr{V}}\right) \mathbf{1}_{\mathscr{V}} \geqq
\end{aligned}
$$

and similarly for the second term.
406

Thus, we finish the proof by

$$
|\mathscr{V}|^{-1} \mathbf{1}_{\mathscr{V}}^{\mathrm{T}} \mathbf{A}_{1}^{\mathscr{V}} \mathbf{R}_{2}^{\mathscr{V}} \mathbf{A}_{3}^{\mathscr{V}} \mathbf{1}_{\mathscr{V}} \rightarrow \sum_{t \in \mathscr{Y}^{d}} a_{1}(t) \sum_{u \in \mathscr{Y}^{d}} \boldsymbol{r}_{2}(u) \sum_{v \in \mathscr{V}^{d}} a_{3}(v) .
$$

## Lemma 4.4. It holds

$$
\lim _{\mathscr{V} \nexists \mathscr{q}^{a}}|\mathscr{V}|^{-1} \log \operatorname{Det}\left(\mathbf{R}^{\mathscr{V}}\right)=(2 \pi)^{-d} \int_{\mathscr{f}_{d}} \log (f(\lambda)) \mathrm{d} \lambda
$$

Proof. Due to Lemma 4.1 i) we may write

$$
\begin{gathered}
G_{\mathscr{V}}=|\mathscr{V}|^{-1}\left(\log \operatorname{Det}\left(\mathbf{A}^{\mathscr{V}}\right)-\log \operatorname{Det}\left(\left[\mathbf{R}^{\mathscr{V}}\right]^{-1}\right)\right)= \\
=|\mathscr{V}|^{-1} \operatorname{Tr}\left(\gamma^{*} \mathbf{A}^{\mathscr{V}}+\left(1-\gamma^{*}\right)\left[\mathbf{R}^{\mathscr{V}}\right]^{-1}\right)^{-1}\left(\mathbf{A}^{\mathscr{V}}-\left[\mathbf{R}^{\mathscr{V}}\right]^{-1}\right)
\end{gathered}
$$

for some $\gamma^{*} \in[0,1]$.
Since $\mathbf{A}^{\mathscr{V}}-\left[\mathbf{R}^{\mathscr{r}}\right]^{-1}=\mathbf{A}^{\mathscr{y} \boldsymbol{y}}\left[\mathbf{A}^{\mathscr{y}^{c} \mathscr{y} c}\right]^{-1} \mathbf{A}^{\mathscr{y} \boldsymbol{y}}$ it holds

$$
0 \leqq G_{\mathscr{V}} \leqq \bar{f} \cdot|\mathscr{V}|^{-1} \operatorname{Tr}\left(\mathbf{A}^{\mathscr{V} c}\left[\mathbf{A}^{\mathscr{V} \mathscr{V}^{c}}\right]^{-1} \mathbf{A}^{\mathscr{V}^{\mathscr{c}} \mathfrak{V}}\right) \rightarrow 0
$$

according to Lemma 4.1 ii) and Lemma 4.2 ii). Therefore

$$
\begin{gathered}
\lim _{\mathscr{\nearrow} \mathscr{C}^{d}}|\mathscr{V}|^{-1} \log \operatorname{Det}\left(\mathbf{R}^{\mathscr{V}}\right)=-\lim _{\mathscr{\gamma} \nmid \mathscr{Z}}|\mathscr{V}|^{-1} \log \operatorname{Det}\left(\mathbf{A}^{\mathscr{V}}\right)= \\
=(2 \pi)^{-d} \int_{\mathscr{F}_{d}} \log (f(\lambda)) \mathrm{d} \lambda
\end{gathered}
$$

by Theorem 2.5 in [3].
Now, we may prove the main results of the preceding section.
Proof of Theorem 3.1. We may write

$$
\begin{aligned}
& \mathrm{E}_{\mathbf{Q}}\left[-\log p_{\boldsymbol{\theta}}^{\mathscr{V}}\right]=\frac{1}{2}\left[|\mathscr{V}| \log (2 \pi)+\log \operatorname{Det}\left(\mathbf{R}_{\boldsymbol{U}}^{\mathscr{V}}\right)+\right. \\
+ & \left.\operatorname{Tr}\left(\mathbf{R}_{\mathbf{Q}}^{\mathscr{V}}\left[\mathbf{R}_{\boldsymbol{U}}^{\mathscr{V}}\right]^{-1}\right)+\left(\mu_{h, \boldsymbol{U}}-v_{\mathbf{Q}}\right)^{2} \mathbf{1}_{\mathscr{V}}^{\mathrm{T}}\left[\mathbf{R}_{\boldsymbol{U}}^{\mathscr{V}}\right]^{-1} \mathbf{1}_{\mathscr{V}}\right],
\end{aligned}
$$

where

$$
|\mathscr{V}|^{-1} \log \operatorname{Det}\left(\mathbf{R}_{\boldsymbol{U}}^{\mathscr{V}}\right) \rightarrow(2 \pi)^{-d} \int_{\mathscr{F}_{a}} \log f_{\boldsymbol{U}}(\lambda) \mathrm{d} \lambda
$$

by Lemma 4.4;

$$
|\mathscr{V}|^{-1} \operatorname{Tr}\left(\mathbf{R}_{\mathbf{Q}}^{\mathscr{V}}\left[\mathbf{R}_{\boldsymbol{U}}^{\mathscr{V}}\right]^{-1}\right) \rightarrow 2 \sum_{k \in \mathscr{M}} U(k) \boldsymbol{R}_{\mathbf{Q}}(k)
$$

by Lemma 4.2. i) and ii);
and

$$
|\mathscr{V}|^{-1} \mathbf{1}_{\mathscr{V}}^{\mathrm{T}}\left[\mathbf{R}_{\boldsymbol{U}}^{\mathscr{V}}\right]^{-1} \mathbf{1}_{\mathscr{H}} \rightarrow\left[f_{\boldsymbol{U}}(0)\right]^{-1}=2 \cdot \sum_{k \in \mathscr{M}} \boldsymbol{U}(k)
$$

by Lemma 4.3.
Since for $\mathbf{Q}=\mathbf{P}_{\boldsymbol{\theta}}$ we have 2. $\sum_{k \in \boldsymbol{A}} \boldsymbol{U}(k) \boldsymbol{R}_{\mathbf{Q}}(k)=1$ and $v_{\mathbf{Q}}=\mu_{h, \boldsymbol{U}}$ we obtain

$$
\mathrm{S}\left(\mathbf{P}_{\boldsymbol{\theta}}\right)=\lim _{\mathscr{V} \not \mathscr{T}^{d}}|\mathscr{V}|^{-1} \mathrm{E}_{\mathbf{P}_{\boldsymbol{\theta}}}\left[-\log p_{\boldsymbol{\theta}}^{\mathfrak{V}}\right]=\frac{1}{2}\left[1+\log (2 \pi)+(2 \pi)^{-d} \int_{\boldsymbol{f}_{\boldsymbol{d}}} \log f_{\boldsymbol{V}}(\lambda) \mathrm{d} \lambda\right] .
$$

For general $\mathbf{Q} \in \mathbb{M}$ we have

$$
\begin{gathered}
\mathrm{H}_{I}\left(\mathbf{Q} \mid \mathbf{P}_{\mathbf{\theta}}\right)=\lim _{\boldsymbol{\gamma} \boldsymbol{\lambda t \boldsymbol { q }}}|\mathscr{V}|^{-1} \mathrm{E}_{\mathbf{Q}}\left[-\log p_{\boldsymbol{\theta}}^{\forall}\right]-\mathrm{S}(\mathbf{Q})= \\
=\frac{1}{2}\left\{\log (2 \pi)+(2 \pi)^{-d} \int_{\boldsymbol{\sigma}_{\boldsymbol{d}}} \log f_{\boldsymbol{v}}(\lambda) \mathrm{d} \lambda+2 \sum_{\boldsymbol{k} \in \boldsymbol{A}} U(\boldsymbol{k})\left[\boldsymbol{R}_{\mathbf{Q}}(\boldsymbol{k})+\left(\mu_{h, \boldsymbol{v}}-v_{\mathbf{Q}}\right)^{2}\right]\right\}-
\end{gathered}
$$

The remaining Theorem 3.3 we obtain as a corollary to the more general following proposition.
Proposition 4.5. For $j=1,2$ let $\mathbf{Q}_{\boldsymbol{j}}$ be the stationary Gaussian random field with the spectral density $f_{j} \in \mathbb{G}$ and a mean value $\mu_{j}$.
We fix $\alpha, \beta \in \mathscr{R}$ satisfying

$$
\begin{array}{ll}
\beta>-\alpha\left(f_{2} \mid f_{1}\right)^{\min } & \text { if } \quad \alpha \geqq 0 ; \\
\beta>-\alpha\left(f_{2} \mid f_{1}\right)^{\max } & \text { if } \quad \alpha<0 .
\end{array}
$$

Then

$$
\lim _{\gamma \nmid \mathscr{S}}|\mathscr{V}|^{-1} \log \mathrm{E}_{\mathbf{Q}_{1}}\left\{\left[q_{1}^{\gamma}\right]^{\alpha-1}\left[q_{2}^{\gamma}\right]^{\beta}\right\}=
$$

$$
\begin{aligned}
= & \frac{1}{2}\left\{(1-\alpha-\beta) \log (2 \pi)+(2 \pi)^{-d} \int_{\mathscr{S}_{d}}\left[(1-\alpha) \log f_{1}(\lambda)+(1-\beta) \log f_{2}(\lambda)-\right.\right. \\
& \left.\left.-\log \left(\alpha f_{2}(\lambda)+\beta f_{1}(\lambda)\right)\right] \mathrm{d} \lambda-\alpha \beta\left(\mu_{1}-\mu_{2}\right)^{2}\left[\alpha f_{2}(0)+\beta f_{1}(0)\right]^{-1}\right\} .
\end{aligned}
$$

Proof. Let us denote $f_{3}=\alpha f_{2}+\beta f_{1}$. Then we have

$$
\begin{aligned}
& |\mathscr{V}|^{-1} \log \mathrm{E}_{\mathbf{Q}_{1}}\left\{\left[q_{1}^{\mathcal{V}}\right]^{\alpha-1}\left[q_{2}^{\gamma}\right]^{\beta}\right\}=\frac{1}{2}\{(1-\alpha-\beta) \log (2 \pi)\}+|\mathscr{V}|^{-1} . \\
& \text {. } \frac{1}{2}\left\{(1-\alpha) \log \operatorname{Det}\left(\mathbf{R}_{1}^{\boldsymbol{\gamma}}\right)+(1-\beta) \log \operatorname{Det}\left(\mathbf{R}_{2}^{\boldsymbol{\gamma}}\right)-\log \operatorname{Det}\left(\mathbf{R}_{3}^{\gamma \boldsymbol{\gamma}}\right)\right\}+ \\
& +|\mathscr{V}|^{-1} \frac{1}{2}\left\{\left(\alpha \mu_{1}\left[\mathbf{R}_{1}^{\mathscr{V}}\right]^{-1} \mathbf{1}_{\mathscr{V}}+\beta \mu_{2}\left[\mathbf{R}_{2}^{\mathscr{V}}\right]^{-1} \mathbf{1}_{\mathscr{V}}\right)^{\mathrm{T}}\left(\alpha\left[\mathbf{R}_{1}^{\mathscr{V}}\right]^{-1}+\beta\left[\mathbf{R}_{2}^{\Downarrow V}\right]^{-1}\right)^{-1} .\right.
\end{aligned}
$$

By Lemma 4.4 we obtain

$$
\begin{gathered}
\lim _{\mathscr{\not} \not \boldsymbol{\not q}^{d}}|\mathscr{V}|^{-1} \cdot \frac{1}{2}\left\{(1-\alpha) \log \operatorname{Det}\left(\mathbf{R}_{1}^{\mathscr{V}}\right)+(1-\beta) \log \operatorname{Det}\left(\mathbf{R}_{2}^{\mathscr{\gamma}}\right)-\log \operatorname{Det}\left(\mathbf{R}_{3}^{\mathscr{V}}\right)\right\}= \\
=\frac{1}{2}(2 \pi)^{-d} \int_{\mathscr{F}_{d}}\left\{(1-\alpha) \log f_{1}(\lambda)+(1-\beta) \log f_{2}(\lambda)-\log f_{3}(\lambda)\right\} \mathrm{d} \lambda .
\end{gathered}
$$

The last term may be rewritten as

$$
\begin{aligned}
& \left.-\beta \mu_{2}^{2} \mathbf{1}_{\mathscr{V}}^{\mathrm{T}}\left[\mathbf{R}_{2}^{\gamma \gamma}\right]^{-1} \mathbf{1}_{\mathscr{V}}\right\} \rightarrow \frac{1}{2}\left\{\alpha^{2} \mu_{1}^{2}\left[f_{1}(0) f_{3}(0)\right]^{-1} f_{2}(0)+\right. \\
& +2 \alpha \beta \mu_{3} \mu_{2}\left[f_{3}(0)\right]^{-1}+\beta^{2} \mu_{2}^{2}\left[f_{2}(0) f_{3}(0)\right]^{-1} f_{1}(0)-\alpha \mu_{1}^{2}\left[f_{1}(0)\right]^{-1}- \\
& \left.-\beta \mu_{2}^{2}\left[f_{2}(0)\right]^{-1}\right\}=-\frac{1}{2} \alpha \beta\left(\mu_{1}-\mu_{2}\right)^{2}\left[f_{3}(0)\right]^{-1}
\end{aligned}
$$

by Lemma 4.3.
Proof of Theorem 3.3. If we substitute $\beta=1-\alpha, \mathbf{Q}_{1}=\mathbf{P}_{\boldsymbol{\theta}}, \mathbf{Q}_{2}=\mathbf{P}_{\mathbf{0}^{*}}$, and realize

$$
f_{\alpha \boldsymbol{U}+(1-\alpha) \boldsymbol{U}^{*}}=\left(\alpha\left[f_{\boldsymbol{U}}\right]^{-1}+\beta\left[f_{\boldsymbol{U}^{*}}\right]^{-1}\right)^{-1}
$$

we obtain directly the statement of Theorem 3.3.

## 5. APPLICATION TO ESTIMATION

At first let us try to give a brief sketch of the basic idea of the so called "minimum distance method" used in statistical decision (for detailed explication see [6]).

Thus, suppose we are given (in some sense regular) parameter family of probability distributions

$$
\mathbb{P}=\left\{\mathbf{P}_{\boldsymbol{\theta}}\right\}_{\boldsymbol{\theta} \in \boldsymbol{\Theta}}
$$

and a collection of observed data $\left\{\bar{x}_{t}\right\}_{t \in \mathscr{Y}}$. On the basis of the given data we intend to estimate an unknown parameter $\boldsymbol{\theta}^{0} \in \boldsymbol{\Theta}$.

We suppose the data to generate some "empirical distribution" $\hat{P}$ which need not be from $\mathbb{P}$. Therefore we seek for the distribution $\mathbf{P}_{\hat{\mathbf{0}}} \in \mathbb{P}$ with minimal distance from $\hat{P}$ :

$$
\mathscr{D}\left(\hat{P}, \mathbf{P}_{\hat{\theta}}\right)=\min _{\boldsymbol{\theta} \in \boldsymbol{\Theta}} \mathscr{D}\left(\hat{P}, \mathbf{P}_{\boldsymbol{\theta}}\right)
$$

where $\mathscr{D}$ is some suitably chosen measure of distance. And $\hat{\boldsymbol{\theta}}$ is considered to be the estimate of $\boldsymbol{\theta}^{0}$.

There are two obvious questions, namely what distance $\mathscr{D}$ to choose and what to understand under the "empirical distribution" in a considered situation.

If the parameter family is of an "exponential-like" type, and the Gauss-Markov random fields represent such a case, the $I$-divergence seems to be the convenient measure of distance.

Let $\widehat{P} \in \mathbb{M}$. According to Corollary 3.2. ii) the minimization of $H_{I}\left(\widehat{P} \mid \mathbf{P}_{\mathbf{\theta}}\right)$ is equivalent to solving the system of equations

$$
\begin{gathered}
\mu_{\hat{n}, \boldsymbol{v}}=v_{\mathcal{P}} \\
\boldsymbol{R}_{0}(k)=\boldsymbol{R}_{\hat{P}}(k) \text { for } k \in \mathscr{M} .
\end{gathered}
$$

Therefore it is obvious that we may not construct any "empirical distribution" $\hat{P}$, but the above mentioned moments are all what we actually need to know.

If we set

$$
v_{\hat{p}}=\hat{\mu}_{\mathscr{V}}\left(\bar{x}_{\mathscr{V}}\right)
$$

and

$$
\boldsymbol{R}_{\boldsymbol{P}}(k)=\widehat{\boldsymbol{M}}_{\mathscr{Y}, k}\left(\bar{x}_{\mathscr{Y}}\right)-\left(\hat{\mu}_{\mathscr{Y}}\left(\bar{x}_{\mathscr{Y}}\right)\right)^{2} \quad \text { for } \quad k \in \mathscr{M},
$$

where

$$
\begin{gathered}
\hat{\mu}_{\mathscr{V}}\left(\bar{x}_{\mathscr{V}}\right)=|\mathscr{V}|^{-1} \sum_{t \in \mathscr{Y}} \bar{x}_{t} \\
\widehat{\boldsymbol{M}}_{\mathscr{Y}, k}\left(\bar{x}_{\mathscr{V}}\right)=\left|\mathscr{V}_{k}\right|^{-1} \sum_{t \in \mathcal{Y}_{k}} \bar{x}_{t} \bar{x}_{t-k} \text { for } k \in \mathscr{H}
\end{gathered}
$$

then the solution $\hat{\boldsymbol{\theta}}=(\hat{h}, \hat{0})$ coincides with the estimate introduced in [2].
Thus, we know that there is at most one solution, and the solution exists with a probability tending to one for growing $\mathscr{V}$. The other asymptotic properties were also derived in [2].

Moreover, Corollary 3.2. ii) represents also the key for the implementation of the method since we obtain the estimate as the solution of the minimization problem
which, under some reasonable assumptions on the dimension $d$ and the "range" $\mathscr{A}$, is numerically solvable.

The only possible defect of the described method may consists in the absence of robustness. It is well known that the estimates of the "maximum likelihood type" are highly efficient but not robust enough. The proposed estimator is not exactly the maximum likelihood one, but asymptotically it coincides with such a one and therefore it may be considered as an approximate maximum likelihood estimator.

From the general theory (cf. e.g. [7]) it follows that, using the $\alpha$-divergence instead of the $I$-divergence, we should obtain a more robust estimator. Nevertheless, there are several new problems connected with this approach, namely,
i) what $\alpha$ to choose;
ii) how to construct the "empirical spectral density" $\hat{f} \in \mathfrak{F}$ which is explicitly needed for expressing the $\alpha$-divergence formula (cf. Proposition 4.5), and which should be a consistent estimate of the unknown spectral density;
iii) how many (if any) local minima there are, i.e. the question of existence and uniqueness of the solution;
iv) what are the (asymptotic) properties of the obtained estimate.

Some of the indicated problems might be (with some additional assumptions) solved in a satisfactory way but the necessary effort does not seem worthwhile to compare with the possible gain.

Let us realize that the main weak point of the maximum likelihood estimation, i.e. the nonumiqueness of the estimate, does not occur in the proposed method based on the minimum $I$-divergence. And if we feel some doubt about the contamination of the given data we may apply some known robust estimators of the first and the second moments instead of $\hat{\mu}_{\mathscr{r}}$ and $\left\{\widehat{\boldsymbol{M}}_{\boldsymbol{r}, k}\right\}_{k \in \mathscr{M}}$, respectively.

Thus, we may keep the $I$-divergence as the proper distance.

## 6. APPLICATION TO TESTING HYPOTHESES

In this section we intend to show the role of the divergences for a characterization of the asymptotic behaviour of the error probabilities in testing simple statistical hypotheses.

Suppose we are given a collection of observed data $\bar{x}_{\mathscr{r}}=\left\{\bar{x}_{t}\right\}_{t \in \boldsymbol{V}}$. Testing the hypothesis $\mathbf{H}_{0}: \mathbf{P}=\mathbf{P}_{\boldsymbol{\theta}^{0}}$ against the alternative $\mathbf{H}_{\mathbf{1}}: \mathbf{P}=\mathbf{P}_{\boldsymbol{\theta}^{\mathbf{1}}}\left(\boldsymbol{\theta}^{\boldsymbol{0}}, \boldsymbol{\theta}^{\mathbf{1}} \in \boldsymbol{\Theta}\right)$, we reject the hypothesis $\mathbf{H}_{0}$ whenever

$$
p_{\mathbf{\theta}^{\boldsymbol{o}}}^{\boldsymbol{\psi}}\left(\bar{x}_{\mathscr{V}}\right) \leqq c_{\mathscr{V}} \cdot p_{\boldsymbol{\theta}^{1}}^{\boldsymbol{\psi}}\left(\bar{x}_{\mathscr{F}}\right)
$$

with some constant $c_{r}>0$ called the critical value.
Thus, the test is given by the critical region

$$
\mathscr{C}_{\boldsymbol{\gamma}}\left(c_{\boldsymbol{\gamma}}\right)=\left\{x_{\boldsymbol{\gamma}} \in \mathscr{R}^{\mathscr{V}} ; p_{\boldsymbol{\theta}^{\boldsymbol{o}}}^{\boldsymbol{\gamma}}\left(x_{\boldsymbol{\gamma}}\right) \leqq c_{\boldsymbol{\gamma}} p_{\boldsymbol{\theta}^{\boldsymbol{V}}}\left(x_{\boldsymbol{\gamma}}\right)\right\} .
$$

The probabilities of the errors of the first kind and of the second kind are given by

$$
\mathbf{e}_{1}^{\boldsymbol{\gamma}}=\mathbf{P}_{\boldsymbol{\theta}^{0}}^{\mathscr{V}}\left(\mathscr{C}_{\mathscr{r}}\left(c_{\mathscr{r}}\right)\right) \quad \text { and } \quad \mathbf{e}_{2}^{\boldsymbol{V}}=\mathbf{P}_{\mathbf{\theta}^{\boldsymbol{V}}}^{\boldsymbol{V}}\left(\left(\mathscr{C}_{\mathscr{r}}\left(c_{\mathscr{r}}\right)\right)^{c}\right),
$$

respectively.
We are interested in the asymptotic behaviour of the error probabilities for growing $\mathscr{V}$. We shall treat two basic possibilities of choice of the critical values $\left\{c_{\mathscr{r}}\right\}_{\mathscr{V} \in \Omega}$.

At first let the critical value be fixed, i.e. $c_{\psi}=c>0$ for every $\mathscr{V} \in \mathfrak{S}$. Then the test corresponds to the optimal Bayes test which minimizes the mixed errors

$$
q_{1} \mathbf{e}_{1}^{\mathfrak{V}}+q_{2} \mathbf{e}_{2}^{\mathfrak{V}},
$$

where the prior probabilities are given by $q_{1}=(1+c)^{-1}$ and $q_{2}=c(1+c)^{-1}$, respectively.

In the second case let the critical value $c_{\mathscr{r}}$ be given by

$$
\mathbf{e}_{1}^{\boldsymbol{v}}=\mathbf{P}_{\mathbf{0}^{\boldsymbol{v}}}^{\boldsymbol{v}}\left(\mathscr{C}_{\mathscr{V}}\left(c_{\mathscr{r}}\right)\right)=l
$$

for some fixed $l \in(0,1)$, i.e. the test is optimal on the level $l$.
Theorem 6.1. i) Let $c_{\mathscr{r}^{r}}=c>0$ for every $\mathscr{F} \in \Omega$. Then for $j=1,2$

$$
\lim _{\mathscr{r} \not \mathscr{O}^{d}}\left\{-|\mathscr{V}|^{-1} \log \mathbf{e}_{j}^{\boldsymbol{r}}\right\}=\max _{\alpha \in[0,1]}\left\{\alpha(1-\alpha) H_{\alpha}\left(\mathbf{P}_{\boldsymbol{\theta}^{0}} \mid \mathbf{P}_{\boldsymbol{\theta}^{1}}\right)\right\} .
$$

ii) Let $c_{\mathscr{r}}$ be for every $\mathscr{V} \in \Omega$ given by

$$
\mathbf{e}_{1}^{\mathscr{*}}=\mathbf{P}_{\mathbf{0}^{*}}^{\boldsymbol{*}}\left(\left(\mathscr{C}_{\Perp}\left(c_{\boldsymbol{\gamma}}\right)\right)=l \in(0,1)\right.
$$

Then

$$
\lim _{\mathscr{H} \nmid \mathscr{Q}^{d}}\left\{-|\mathscr{V}|^{-1} \log \mathbf{e}_{2}^{\mathscr{V}}\right\}=H_{I}\left(\mathbf{P}_{0^{0}} \mid \mathbf{P}_{0^{1}}\right)
$$

Proof. With the aid of Theorem 3.3, Theorem 3.1 and Corollary 3.4 the statements follow from Theorem 12.19 and 12.20 in [8].

## 7. CONCLUDING REMARK

Some other applications of the divergences are introduced in [8] where the above mentioned problems are treated in general. The reader can find many interesting results and consequences there as well as a lot of useful references relevant for the topic.

> (Received April 5, 1988.)
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