# ON NUMERICAL EVALUATION OF MAXIMUMLIKELIHOOD ESTIMATES FOR FINITE MIXTURES OF DISTRIBUTIONS 
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The paper deals with estimation of finite distribution mixtures which are practically important in cluster analysis, pattern recognition and other fields. After a brief survey of existing methods attention is confined to maximum-likelihood estimates, especially to an iterative procedure frequently discussed in the recent literature. It is shown that this procedure in a general form converges monotonly to a possibly local maximum of likelihood function. Application of the general iterative procedure to a particular type of mixture is simplified and illustrated by several examples.

## 1. INTRODUCTION

Let us consider a parametric family

$$
\begin{equation*}
\mathscr{F}=\left\{f(\mathbf{x} \mid \boldsymbol{b}): \mathbf{x}=\left(x_{1}, \ldots, x_{d}\right)^{\mathrm{T}} \in \mathbb{R}_{d} ; \quad \boldsymbol{b} \in \mathscr{B} \subset \mathbb{R}_{\boldsymbol{q}}\right\} \tag{1.1}
\end{equation*}
$$

of probability density functions $f(\boldsymbol{x} \mid \boldsymbol{b})$ defined on $d$-dimensional real vector space $\mathbb{R}_{d}$ and depending on a parameter $b$ from a set $\mathscr{B} \subset \mathbb{R}_{q}$. We denote by $\mathscr{B}_{M}$ the $M$-fold cartesian product of $\mathscr{B}$ with itself and represent an element of $\mathscr{B}_{M}$ as column

$$
\mathbf{B}=\left(b_{1}, b_{2}, \ldots, b_{M}\right)^{\mathrm{T}} \in \mathscr{B}_{M}
$$

Denoting further by

$$
\begin{equation*}
\mathscr{W}_{M}=\left\{\boldsymbol{W}=\left(w_{1}, \ldots, w_{M}\right)^{\mathrm{T}} \in \mathbb{R}_{M}: w_{m} \geqq 0 ; \sum_{m=1}^{M} w_{m}=1\right\} \tag{1.2}
\end{equation*}
$$

the set of all $M$-dimensional weight wectors $W$, we define finite mixture as a probability density function of the form

$$
\begin{equation*}
f_{M}(\mathbf{x})=f_{M}(\mathbf{x} \mid \mathbf{W}, \mathbf{B})=\sum_{m=1}^{M} w_{m} f\left(\mathbf{x} \mid \boldsymbol{b}_{m}\right) ; \quad \mathbf{W} \in \mathscr{W}_{M} ; \mathbf{B} \in \mathscr{B}_{M} \tag{1.3}
\end{equation*}
$$

(Analogously we obtain discrete finite mixture when the components $f\left(\boldsymbol{x} \mid \boldsymbol{b}_{m}\right)$ are discrete probability distributions). Note that the components $f\left(\mathbf{x} \mid \boldsymbol{b}_{m}\right)$ may be viewed
as conditional densities and their respective weights $w_{m}$ as the corresponding a priori probabilities.

In order to identify an unknown mixture we have to estimate unknown parameters $\boldsymbol{W} \in \mathscr{W}_{M}, \mathbf{B} \in \mathscr{O}_{M}$ or in a more general case, also the number of components $M$. The available information, except eventual a priori knowledge, is usually represented by a sample of independent observations

$$
\begin{equation*}
\mathscr{S}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{N}\right\} ; \quad \mathbf{x}_{n}=\left(x_{n 1}, \ldots, x_{n d}\right)^{\mathrm{T}} \in \mathbb{R}_{d} \tag{1.4}
\end{equation*}
$$

which is supposed to be obtained by observing a $d$-dimensional random variable with an unknown density function $f^{*}(\boldsymbol{x})$.

Remark 1.1. In statistical considerations (parametric problem) the estimated function $f^{*}(\boldsymbol{x})$ is directly assumed to be of the form (1.3). In practical situations, however, this assumption may be only rarely justified. The unknown density is therefore rather approximated on a class of finite mixtures (approximation problem). This slight formulational difference may be meaningfull in some respects.

Estimation of finite mixtures is an old and difficult problem studied since 1894 (cf. [45]). There is a valuable survey paper by Isaenko and Urbakh [33] which includes nearly all important results and is frequently referred to in what follows. Also several of the references we cite contain extensive bibliographies (see e.g. [7], [17], [19], [30], [41], [43], [47], [61]).

Comparing theoretical and sample moments Pearson [45] first derived equations for the five unknown parameters in a mixture of two univariate normal densities. Method of moments was further developed and simplified (cf. [10], [12], [50], [51]), modified for other types of mixtures (cf. [6], [7], [52], [53]), combined with graphical techniques (cf. [5], [9], [55]), extended to mutidimensional case (cf. [13]) and compared with other methods (cf. [14], [19], [20], [57]).

More detailed discussion of these results may be found e.g. in [33]. Unfortunately, moment estimators are computationally complex especially in higher dimensions $(d>1)$ and for mixtures with more than two components. Also their sampling properties are not very good (cf. [14]).

Alternatively Doetsch [16] used Fourier transform to identify normal univariate components assuming exact knowledge of values of the decomposed mixture $f^{*}(\boldsymbol{x})$. This approach was further extended to other types of mixtures (cf. [41]) and generalized to multivariate case (cf. [54]). Instead of exactly known function $f^{*}(\boldsymbol{x})$ Stanat [54] used Fourier approximation to the sample distribution. However, it appears that statistical aspects of the problem are not sufficiently reffected by Doetsch's solution. The literature in monography [41] is almost nonoverlapping with that of [33].

Several experiments should also be mentioned in connection with application of minimum $\chi^{2}$ (cf. [14], [19]) and Bayes estimators (cf. [35], [42]) to mixtures. Both methods appear to be intractable or computationally complex in higher di-
mensions $(d>1)$ except possibly in a discrete case. Similarly various graphical and semigraphical methods (cf. [5], [6]) are also difficult to extend to higher dimensions. We have not mentioned also some other special approaches (cf. [33]) but they all seem to be greatly inferior to maximum-likelihood method; which will be discussed in more details.

## 2. MAXIMUM LIKELIHOOD ESTIMATES FOR MIXTURES

In order to obtain maximum-likelihood estimates for a mixture (1.3) the corresponding likelihood function

$$
\begin{equation*}
L(\mathbf{W}, \mathbf{B})=L(\mathbf{W}, \mathbf{B} \mid \mathscr{P})=\sum_{n=1}^{N} \ln f_{M}\left(\mathbf{x}_{n}\right)=\sum_{n=1}^{N} \ln \left[\sum_{m=1}^{M} w_{m} f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}\right)\right] \tag{2.1}
\end{equation*}
$$

generated by a sample $\mathscr{S}$ is to be maximized with respect to parameters $W \in \mathscr{W}_{M}$ and $B \in \mathscr{B}_{M}$. Unfortunately likelihood equations obtained by setting derivatives of $L(W, B)$ to zero seem to have no explicit solution in case of mixtures. Procedures for numerical evaluation of maximum-likelihood estimates were proposed for mixtures only recently probably under influence of modern computers. All these procedures are of iterative nature. Omitting standard approaches like steepest ascent and Newton-Raphson (cf. [15], [18]) we confine ourselves to an especially attractive iteration scheme repeatedly treated in recent literature (cf. [1], [4], [14], [17], [21], [26], [27], [28], [30] [33], [47], [56], [60], [61]). This scheme can be very simply programed and may be easily extended to higher dimensions and general mixtures of various types. To illustrate the main ideas of the method we write recurrent equations for parameters of a normal mixture:

$$
\begin{equation*}
w_{m}^{(t+1)}=\frac{1}{N} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) ; \quad p^{(t)}\left(m \mid \mathbf{x}_{n}\right)=\frac{w_{m}^{(t)} f\left(\mathbf{x}_{n} \mid \mathbf{c}_{m}^{(t)}, \mathbf{A}_{m}^{(t)}\right)}{\sum_{j=1}^{M} w_{j}^{(t)} f\left(\mathbf{x}_{n} \mid \mathbf{c}_{j}^{(t)}, \boldsymbol{A}_{j}^{(t)}\right)} ; \tag{2.2}
\end{equation*}
$$

$$
\begin{align*}
& \mathbf{c}_{m}^{(t+1)}=\frac{1}{\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)^{n=1}} \sum_{n}^{N} \mathbf{x}_{n} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)  \tag{2.3}\\
& \mathbf{A}_{m}^{(t+1)}=\frac{1}{\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)^{n=1}} \sum_{n}^{N}\left(\mathbf{x}_{n}-\mathbf{c}_{m}^{(t+1)}\right)\left(\mathbf{x}_{n}-\mathbf{c}_{m}^{(t+1)}\right)^{\mathrm{T}} \boldsymbol{p}^{(t)}\left(m \mid \mathbf{x}_{n}\right)  \tag{2.4}\\
& \quad \therefore m=1,2, \ldots, M ; \quad t=0,1, \ldots
\end{align*}
$$

Here $w_{m}^{(t+1)}, \boldsymbol{c}_{m}^{(t+1)} \boldsymbol{A}_{m}^{(t+1)}$ are weight, mean and covariance matrix of the $m$-th component respectively $-\operatorname{after}(t+1)$ iterations. Note that no stepsize is needed for computation and the constraints of the problem are automatically satisfied except for
possible singularity of matrices $\boldsymbol{A}_{m}^{(t+1)}$. Morover equations (2.3), (2.4) represent a natural "weighted" generalization of m.-l. estimates for single population.

It appears that Hasselblad [26] first recognized computational advantages of the above procedure, though originally in a form restricted to grouped data. By Hosmer [30]: "Iterative m.-1. estimates were proposed by Hasselblad and subsequently have been looked at by Day, Hosmer and Wolfe". Similarly Cohen [11] recalls that "... the more general case $M \geqq 3$ dealt with by Hasselblad seems to have received little if any previous attention".

When omitting the iteration index $(t)$ equations (2.2) -(2.4) may be easily obtained by algebraically rearranging the corresponding likelihood equations. Using this heuristic idea Hasselblad [26] derived first an iteration scheme for univariate normal mixture of $M$ components and later ([27], [28]) a general "successive substitutions" procedure for mixtures from exponential family. In the same way Behboodian [4] obtained Eq. (2.2)-(2.4) for univariate - and Day [14] for multivariate normal mixtures. Day considered only two components with common covariance matrix and pointed out the existence of singular solutions with general normal mixtures. By Wolfe [61] Eq. (2.2)-(2.4) are optimal '.. . in the limiting case of very widely separated components ..." and may be viewed as a special case of the method of scoring [36]. However there is no exact evidence of convergence properties in papers [26], [28], [4], [61].

In a recent paper Peters and Walker [47] studied Eq. (2.2)-(2.4) as a special case of a more general "deflected gradient type" iterative procedure converging locally in certain sense. Like Hasselblad [28] they observed in experiments that the convergence is monotone, i.e. that the likelihood function is actually increased at each iteration of Eq. (2.2) - (2.4), but they were unable to prove it.
Finally an outstanding paper of Shlezinger [56] should be mentioned in which a general form of the above iterative procedure is suggested applicable for any type of multivariate finite mixture. Also the monotone convergence of this procedure to some possibly local maximum is proved in full generality. Shlezinger's paper clarifies the underlying principle of the procedure which may be independently modified for a more general purpose (cf. [22]). The main results of the paper [56] are presented in Sections 3 and 4 though in a different way. In Section 5 an implicit relation occurring in Shlezinger's original procedure is generally solved for a class of mixtures. Examples of use of the general procedure for special types of mixtures are presented in Section 6.

## 3. GENERAL ITERATIVE PROCEDURE

To characterize the principle of the procedure we first express likelihood function (2.1) in a special form (cf. [56]). Defining the value of indetifinite expression $0 \ln 0$ by

$$
\begin{equation*}
0 \ln 0=\lim _{\zeta \rightarrow 0_{+}} \zeta \ln \zeta=0 \tag{3.1}
\end{equation*}
$$

and denoting

$$
\begin{equation*}
\boldsymbol{P}=\left[p\left(m \mid \mathbf{x}_{n}\right)\right]_{m=1}^{M}{ }_{n=1}^{N} ; \quad p\left(m \mid \mathbf{x}_{n}\right)=\frac{w_{m} f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}\right)}{f_{M}\left(\mathbf{x}_{n}\right)} \tag{3.2}
\end{equation*}
$$

we can write

$$
\begin{gather*}
L(\mathbf{W}, \mathbf{B})=\sum_{m=1}^{M}\left[\sum_{n=1}^{N} p\left(m \mid \mathbf{x}_{n}\right)\right] \ln w_{m}+\sum_{m=1}^{M}\left[\sum_{n=1}^{N} p\left(m \mid \mathbf{x}_{n}\right) \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}\right)\right]-  \tag{3.3}\\
\quad-\sum_{n=1}^{N} \sum_{m=1}^{M} p\left(m \mid \mathbf{x}_{n}\right) \ln p\left(m \mid \mathbf{x}_{n}\right)
\end{gather*}
$$

whenever it holds

$$
\begin{equation*}
f_{M}\left(\mathbf{x}_{n}\right)>0 ; \quad n=1,2, \ldots, N \tag{3.4}
\end{equation*}
$$

In the course of iterative process the $M \times N$ stochastic matrix $\mathbf{P}$ may be viewed as an internal dependent parameter. At each iteration expression (3.3) is first maximized under fixed values of $p\left(m \mid \mathbf{x}_{n}\right)$ with regard to the parameters $\mathbf{W} \in \mathscr{W}_{M}$ and $\mathbf{B} \in \mathscr{B}_{M}$ and next the matrix $\boldsymbol{P}$ is recomputed for new values of $\boldsymbol{W}$ and $\boldsymbol{B}$. In the following we describe the general iterative procedure more precisely:

Step 0 . Choose initial values $\mathbf{W}^{(0)} \in \mathscr{W}_{M}, \mathbf{B}^{(0)} \in \mathscr{B}_{M}$ such that the inequalities

$$
\begin{equation*}
f_{M}^{(0)}\left(\mathbf{x}_{n}\right)=\sum_{m=1}^{M} w_{m}^{(0)} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{m}^{(0)}\right)>0 ; \quad n=1, \ldots, N \tag{3.5}
\end{equation*}
$$

are satisfied and compute the matrix of parameters

$$
\begin{equation*}
\boldsymbol{P}^{(0)}=\left[p^{(0)}\left(m \mid \mathbf{x}_{n}\right)\right]_{m=1}^{M}{ }_{n=1}^{N} ; \quad p^{(0)}\left(m \mid \mathbf{x}_{n}\right)=\frac{w_{m}^{(0)} f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(0)}\right)}{f_{M}^{(0)}\left(\mathbf{x}_{n}\right)} \tag{3.6}
\end{equation*}
$$

Step 1. For a given matrix $\mathbf{P}^{(t)}=\left[p^{(t)}\left(m \mid \mathbf{x}_{n}\right)\right]_{m=1}^{M}{ }_{n=1}^{N},(t=0,1,2, \ldots)$ compute new parameters $\boldsymbol{W}^{(t+1)} \in \mathscr{W}_{M}, \mathbf{B}^{(t+1)} \in \mathscr{B}_{M}$ by formulas

$$
\begin{align*}
& w_{m}^{(t+1)}=\frac{1}{N} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)  \tag{3.7}\\
& \mathbf{b}_{m}^{(t+1}=\arg \max _{\boldsymbol{b} \in \mathscr{B}}\left\{\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}\right)\right\} ; m=1,2, \ldots, M
\end{align*}
$$

Step 2. Using parameters $\mathbf{W}^{(t+1)}, \mathbf{B}^{(t+1)}$ compute the corresponding matrix $\boldsymbol{P}^{(t+1)}$

$$
\begin{equation*}
\boldsymbol{P}^{(t+1)}=\left[p^{(t+1)}\left(m \mid \mathbf{x}_{n}\right)\right]_{m=1}^{M}{ }_{n=1}^{N} ; \quad p^{(t+1)}\left(m \mid \mathbf{x}_{n}\right)=\frac{w_{m}^{(t+1)} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{m}^{(t+1)}\right)}{f_{M}^{(t+1)}\left(\mathbf{x}_{n}\right)} \tag{3.9}
\end{equation*}
$$ and continue by Step 1.

Remark 3.1. Using notation (3.8) we assume that the parameter $\boldsymbol{b}_{m}^{(t+1)} \in \mathscr{B}$ corresponds to a finite maximum of the parenthesized expression, i.e.
(3.10) $\infty>\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{m}^{(t+1)}\right) \geqq \sum_{n=1}^{N} p^{(t)}\left(m \mid \boldsymbol{x}_{n}\right) \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}\right) ; \quad \mathbf{b} \in \dot{\mathscr{B}}$

Further we assume that $\boldsymbol{b}_{m}^{(t+1)} \in \mathscr{B}$ is uniquely chosen when the maximum is not unique.

Remark 3.2. Observe that if $f_{M}^{(t)}\left(\boldsymbol{x}_{n}\right)>0$ then $p^{(t)}\left(m_{0} \mid \boldsymbol{x}_{n}\right)>0$ for some $m_{0}$, ( $1 \leqq m_{0} \leqq M$ ). Further, considering Eq. (3.7), (3.10) we can write

$$
\begin{gather*}
p^{(t)}\left(m_{0} \mid \boldsymbol{x}_{n}\right)>0 \Rightarrow w_{m_{0}}^{(t+1)} f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{m_{0}}^{(t+1)}\right)>0 \Rightarrow  \tag{3.11}\\
\Rightarrow f_{M}^{(t+1)}\left(x_{n}\right)>0\left(\Rightarrow p^{(t+1)}\left(m_{0} \mid x_{n}\right)>0\right)
\end{gather*}
$$

and condition (3.5) is automatically satisfied in further iterations.
Note that the $M$-tuple of equations (3.8) represent a special case of the following more general equation.

$$
\begin{equation*}
\boldsymbol{B}^{(t+1)}=\arg \max _{\boldsymbol{B} \in \mathscr{B}_{M}}\left\{\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \boldsymbol{x}_{n}\right) \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{m}\right)\right\} \tag{3.12}
\end{equation*}
$$

characterized by the inequality

$$
\begin{gather*}
\infty>\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(t+1)}\right) \geqq \sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}\right) ;  \tag{3.13}\\
\boldsymbol{B} \in \mathscr{B}_{M}
\end{gather*}
$$

Obviously, when the parameters $\boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \ldots, \boldsymbol{b}_{\boldsymbol{M}}$ are independent, then (3.12) reduces to (3.8).

Note further, that expression maximized in (3.8) or (3.12) may be multiplied by any positive constant. Thus for $w_{m}^{(t)}>0$ Eq. (3.8) is equivalent to

$$
\begin{equation*}
\boldsymbol{b}_{m}^{(t+1)}=\arg \max _{\boldsymbol{b} \in \mathscr{B}}\left\{\sum_{n=1}^{N} \frac{f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{m}^{(t)}\right)}{f_{M}^{(t)}\left(\boldsymbol{x}_{n}\right)} \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right)\right\} \tag{3.14}
\end{equation*}
$$

which may be more practical since it is formally applicable even if $w_{m}^{(t)}=0$. By appropriate norming both expressions in (3.8) and (3.14) may be transformed to the form

$$
\begin{equation*}
\mathscr{L}(\boldsymbol{b})=\mathscr{L}(\boldsymbol{b} \mid \boldsymbol{V}, \mathscr{S})=\sum_{n=1}^{N} v_{n} \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right) ; \quad \boldsymbol{b} \in \mathscr{B} ; \quad \boldsymbol{v} \in \mathscr{W}_{N} \tag{3.15}
\end{equation*}
$$

which will be called weighted likelihood function for obvious analogy.
To simplify notation we introduce mappings
$\begin{array}{lll}\text { a) } \Phi_{0}: \mathscr{W}_{M} \times \mathscr{B}_{M} \rightarrow \mathscr{P}_{M N} ; & \boldsymbol{P}^{(t)}=\Phi_{0}\left(\mathbf{W}^{(t)}, \boldsymbol{B}^{(t)}\right) \\ \text { b) } \Phi_{1}: \mathscr{P}_{M N} \rightarrow \mathscr{W}_{M} ; & \mathbf{W}^{(t+1)}=\Phi_{1}\left(\boldsymbol{P}^{(t)}\right) \\ \text { c) } \Phi_{2}: \mathscr{P}_{M N} \rightarrow \mathscr{B}_{M} ; & \boldsymbol{B}^{(t+1)}=\Phi_{2}\left(\boldsymbol{P}^{(t)}\right)\end{array}$
defined by Eq. (3.9), (3.7) and (3.8) respectively, whereby $\mathscr{P}_{M N} \subset \mathbb{R}_{M N}$ denotes the set of all $M \times N$ stochastic matrices. By iterating first and second steps of the above procedure we obtain sequences

$$
\dot{\boldsymbol{W}}=\left\{\boldsymbol{W}^{(t)}\right\}_{t=0}^{\infty} ; \quad \dot{\boldsymbol{B}}=\left\{\boldsymbol{B}^{(t)}\right\}_{t=0}^{\infty} ; \quad \dot{\boldsymbol{P}}=\left\{\boldsymbol{P}^{(t)}\right\}_{t=0}^{\infty}
$$

interrelated through equations (3.16). It is easy to see that if the sequences $\dot{\mathbf{W}}, \dot{\boldsymbol{B}}, \dot{\boldsymbol{P}}$ converge, i.e.
a) $\lim _{t \rightarrow \infty} \mathbf{W}^{(t)}=W^{*} \in \mathscr{W}_{M}$;
b) $\lim _{t \rightarrow \infty} \mathbf{B}^{(t)}=\mathbf{B}^{*} \in \mathscr{O}_{M} ;$
c) $\lim _{t \rightarrow \infty} \boldsymbol{P}^{(t)}=\boldsymbol{P}^{*} \in \mathscr{P}_{M N}$
and the mapping $\Phi_{2}$ is continuous at the point $\boldsymbol{P}^{*}$ then parameters $\mathbf{W}^{*}, \mathbf{B}^{*}$ represent fixed point of the procedure, i.e. they satisfy equations

$$
\text { a) } \mathbf{W}^{*}=\Phi_{1}\left(\mathbf{P}^{*}\right) ; \text { b) } \mathbf{B}^{*}=\Phi_{2}\left(\mathbf{P}^{*}\right) ; \text { c) } \mathbf{P}^{*}=\Phi_{0}\left(\mathbf{W}^{*}, \mathbf{B}^{*}\right)
$$

We conclude this Section by proving that fixed points defined by Eq. (3.17) satisfy corresponding likelihood equations provided that desirable derivatives exist. In certain sense this is a counterpart of the well known fact, that iterative equations analogous to (3.16) may be obtained just by rewritting the likelihood equations. Without any loss of generality only nonzero weights $w_{m}^{*}>0$ are considered in the theorem since otherwise related parameters may be ignored.

Theorem 3.1. Let $\left[\mathbf{W}^{*}, \boldsymbol{B}^{*}\right] \in \mathscr{W}_{M} \times \mathscr{B}_{M}$ be a fixed point of the iterative procedure with all the weights $w_{m}^{*},(m=1,2, \ldots, M)$ positive. Then the parameters $\mathbf{W}^{*}, \mathrm{~B}^{*}$ satisfy necessary conditions for a maximum of likelihood function $L(W, B)$ provided that desirable derivatives exist.

Proof. Using a Lagrangian multiplier $\lambda$ we form the function

$$
\begin{equation*}
L(\mathbf{W}, \boldsymbol{B})=\sum_{n=1}^{N} \ln \left[\sum_{m=1}^{M} w_{m} f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{m}\right)\right]+\lambda\left(1-\sum_{m=1}^{M} w_{m}\right) \tag{3.18}
\end{equation*}
$$

Necessary conditions for a maximum of $L^{\prime}(\mathbf{W}, \mathbf{B})$ are expressed by equations

$$
\begin{align*}
& \frac{\partial L^{\prime}}{\partial w_{m}}=\sum_{n=1}^{N} \frac{f\left(\mathbf{x}_{n} \mid \mathbf{b}_{m}\right)}{\sum_{j=1}^{M} w_{j} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{j}\right)}-\lambda=0, \quad m=1, \ldots, M  \tag{3.19}\\
& \operatorname{grad}_{b_{m}} L^{\prime}=\sum_{n=1}^{N} \frac{w_{m} \operatorname{grad}_{b_{m}} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{m}\right)}{\sum_{j=1}^{M} w_{j} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{j}\right)}=0, \quad m=1, \ldots, M \tag{3.20}
\end{align*}
$$

Note first that multiplying equations (3.19) by corresponding weights $w_{m}$ and summing across $m$ we obtain $\lambda=N$. To prove the Theorem we use equations for fixed point (3.17) in the original notation (3.7)-(3.9). Substituting from (3.9) c) we can write (3.17) a) in the form

$$
\begin{equation*}
w_{m}^{*}\left(\sum_{n=1}^{N} \frac{f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{m}^{*}\right)}{\sum_{j=1}^{M} w_{j}^{*} f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{j}^{*}\right)}-N\right)=0 ; \quad m=1, \ldots, M \tag{3.21}
\end{equation*}
$$

It follows that $\mathbf{W}^{*}$ and $\boldsymbol{B}^{*}$ satisfy Eq. (3.19) since $w_{m}^{*}$ is positive. Further it may be
seen that equations (3.17) b) imply necessary conditions

$$
\begin{equation*}
\operatorname{grad}_{\boldsymbol{b}}\left\{\sum_{n=1}^{N} p^{*}\left(m \mid \boldsymbol{x}_{n}\right) \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right)\right\}_{\boldsymbol{b}=\boldsymbol{b}_{m^{*}}}=0 ; \quad m=1, \ldots, M \tag{3.22}
\end{equation*}
$$

which may be rewritten in the form

$$
\begin{equation*}
\sum_{n=1}^{N} \frac{\left.w_{m}^{*} \operatorname{grad}_{\boldsymbol{b}} f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right)\right|_{\mathbf{b}=\mathbf{b}_{m^{*}}}}{\sum_{j=1}^{M} w_{j}^{*} f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}_{j}^{*}\right)}=0 ; \quad m=1, \ldots, M \tag{3.23}
\end{equation*}
$$

The proof is complete since by (3.23) the parameters $\boldsymbol{W}^{*}, \boldsymbol{B}^{*}$ satisfy also Eq. (3.20).

## 4. CONVERGENCE PROPERTIES

In this section we use repeatedly a discrete version of an inequality known in information theory (cf. [39]). For the sake of completeness we bring the proof here since it is brief.

Lemma 4.1. Any two discrete probability distributions $\boldsymbol{a}=\left(a_{1}, \ldots, a_{M}\right)^{\mathrm{T}} \in \mathscr{W}_{M}$, $\boldsymbol{b}=\left(b_{1}, \ldots, b_{M}\right)^{\mathrm{T}} \in \mathscr{W}_{M}$ satisfy the inequality

$$
\begin{equation*}
\sum_{m=1}^{M} a_{m} \ln \frac{a_{m}}{b_{m}} \geqq 0 \tag{4.1}
\end{equation*}
$$

whereby the equal sign in (4.1) holds if and only if $\boldsymbol{a}=\boldsymbol{b}$.
Proof. Using convention (3.1) we may assume $a_{m}>0$ for all $m=1,2, \ldots, M$, without any loss of generality. If we denote

$$
\begin{equation*}
\alpha_{m}=\frac{b_{m}}{a_{m}} ; \quad m=1,2, \ldots, M \tag{4.2}
\end{equation*}
$$

then by Jensen's inequality, we obtain relation

$$
\begin{equation*}
\sum_{m=1}^{M} a_{m} \ln \alpha_{m} \leqq \ln \left[\sum_{m=1}^{M} a_{m} \alpha_{m}\right]=0 \tag{4.3}
\end{equation*}
$$

which may be rewritten in the form (4.1). Since logarithm is a strictly concave function, the left-hand side of (4.3) equals zero only if $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{M}$, i.e. only if $\boldsymbol{a}=\boldsymbol{b}$. The proof is complete since the left-hand side of (4.1) is zero if $\boldsymbol{a}=\boldsymbol{b}$.

The most interesting property of the iterative procedure is its monotone convergence more precisely expressed in the following theorem.

Theorem 4.1. Let $\dot{W}, \dot{B}, \dot{\boldsymbol{P}}$ be sequences produced by the iterative procedure (cf. (3.16)). Then the sequence

$$
\begin{equation*}
\dot{L}=\left\{L^{(t)}\right\}_{t=0}^{\infty} ; \quad L^{(t)}=\dot{L}\left(\mathbf{W}^{(t)}, \mathbf{B}^{(t)}\right) \tag{4.4}
\end{equation*}
$$

is nondecreasing, i.e.

$$
\begin{equation*}
L^{(t+1)}-L^{(t)} \geqq 0 ; \quad t=0,1, \ldots \tag{4.5}
\end{equation*}
$$

whereby the left-hand side of the inequality (4.5) is strictly positive if $\mathbf{W}^{(t+1)} \neq \mathbf{W}^{(t)}$ or $\boldsymbol{P}^{(t)} \neq \boldsymbol{P}^{(t+1)}$. Further if $\boldsymbol{L}^{(t+1)}=L^{(t)}$ then $\boldsymbol{W}^{(t+1)}=\boldsymbol{W}^{(t)}$ and $\boldsymbol{P}^{(t+1)}=\boldsymbol{P}^{(t)}$.

Proof. We first express the difference $L^{(t+1)}-L^{(t)}$. Employing (3.3) we get

$$
\begin{align*}
L^{(t+1)}-L^{(t)}= & \sum_{n=1}^{N} f_{M}^{(t+1)}\left(\mathbf{x}_{n}\right)-\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln w_{m}^{(t)} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{m}^{(t)}\right)+  \tag{4.6}\\
& +\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln p^{(t)}\left(m \mid \mathbf{x}_{n}\right) .
\end{align*}
$$

By simultaneous adding and subtracting the expression

$$
\begin{equation*}
\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln w_{n n}^{(t+1)} f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(t+1)}\right) \tag{4.7}
\end{equation*}
$$

we may rewrite equation (4.6) in the form

$$
\begin{align*}
& \text { (4.8) } \quad L^{(t+1)}-L^{(t)}=\sum_{n=1}^{N}\left[\sum_{m=1}^{M} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)\right] \ln f_{M}^{(t+1)}\left(\mathbf{x}_{n}\right)+  \tag{4.8}\\
& +\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln \frac{\mathbf{w}_{m}^{(t+1)} f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(t+1)}\right)}{\mathbf{w}_{m}^{(t)} f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(t)}\right)}+\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln \frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{w_{m}^{(t+1)} f\left(\mathbf{x}_{n} \mid \mathbf{b}_{m}^{(t+1)}\right)} .
\end{align*}
$$

Finally, using formulas (3.7) and (3.9), we obtain

$$
\begin{gather*}
L^{(t+1)}-L^{(t)}=\sum_{m=1}^{M} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln \frac{f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(t+1)}\right)}{f\left(\mathbf{x}_{n} \mid \boldsymbol{b}_{m}^{(t)}\right)}+  \tag{4.9}\\
+N \sum_{m=1}^{M} w_{m}^{(t+1)} \ln \frac{w_{m}^{(t+1)}}{w_{m}^{(t)}}+\sum_{n=1}^{N} \sum_{m=1}^{M} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln \frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{p^{(t+1)}\left(m \mid \mathbf{x}_{n}\right)} .
\end{gather*}
$$

Note that the value of (4.7) is finite by relations (3.10) and (3.11). In Eq. (4.9) the first term on the right is nonnegative by the inequality (3.10) and hence we can write

$$
\begin{align*}
& L^{(t+1)}-L^{(t)} \geqq N \sum_{m=1}^{M} w_{m}^{(t+1)} \ln \frac{w_{m}^{(t+1)}}{w_{m}^{(t)}}+  \tag{4.10}\\
& +\sum_{n=1}^{N} \sum_{m=1}^{M} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \ln \frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{p^{(t+1)}\left(m \mid \mathbf{x}_{n}\right)} .
\end{align*}
$$

The proof is complete since the assertion of Theorem 4.1 is now an immediate consequence of Lemma 4.1 and the above inequality (4.10).

Remark 4.1. It should be noted that Theorem 4.1 remains valid even if the inequality (3.10) holds only for $\boldsymbol{b}=\boldsymbol{b}_{m}^{(t)}$, i.e. if the parameter $\boldsymbol{b}_{m}^{(t+1)}$ in Eq. (3.8) does not maximize but only increase the parenthesized expression. In this case however Theorem 3.1 need not hold.

As it follows from Eq. (4.9) the total increment of the maximized likelihood function consists of three nonnegative parts. The first one given by the first sum in (4.9) is achieved in the Step 1 (Eq. (3.8)) while computing the new parameters $\boldsymbol{b}_{m}^{(t+1)}$. The second and third part represent a measure of dissimilarity between $\boldsymbol{W}^{(t+1)}$ and $\mathbf{W}^{(t)}$ and between $\boldsymbol{P}^{(t+1)}$ and $\boldsymbol{P}^{(t)}$ respectively, which is known as relative entropy or minimum discrimination information (cf. [39]).

It is easy to see that if $L(\mathbf{W}, \boldsymbol{B})$ is a bounded function on $\mathscr{W}_{M} \times \mathscr{B}_{M}$ then the sequence $\dot{L}$ converges since it is nondecreasing by Theorem 4.1. Unfortunately likelihood function is not bounded in the important case of normal mixture since covariance matrices may become singular. However, the sequence $\dot{L}$ converges mostly also in case of normal mixtures whereby singular solutions cause difficulties only when initial estimates are poor and/or sample size is small (cf. [18], [30]).

It should be pointed out that the convergence of $\dot{L}$ does not generally imply that of the sequences $\dot{\boldsymbol{W}}, \dot{\mathbf{B}}$ and $\dot{\boldsymbol{P}}$. Without making additional assumptions we can prove the following assertion.

Theorem 4.2. If the sequence $\dot{L}$ has a finite limit, i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty} L^{(t)}=L^{*} ; \quad L^{*}<\infty \tag{4.11}
\end{equation*}
$$

then sequences $\dot{\mathbf{W}}, \dot{\boldsymbol{P}}$ satisfy the following necessary conditions of convergence

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|\mathbf{W}^{(t+1)}-\mathbf{W}^{(t)}\right\|=0 ; \lim _{t \rightarrow \infty}\left\|\boldsymbol{P}^{(t+1)}-\boldsymbol{P}^{(t)}\right\|=0 \tag{4.12}
\end{equation*}
$$

where $\|\cdot\|$ denotes usual Euclidean norm.
Proof. To prove the Theorem we make use of the inequality

$$
\begin{equation*}
\sum_{m=1}^{M} a_{m} \ln \frac{a_{m}}{b_{m}} \geqq \frac{1}{4}\left[\sum_{m=1}^{M}\left|a_{m}-b_{m}\right|\right]^{2} \geqq \frac{1}{4}\|\boldsymbol{a}-\boldsymbol{b}\|^{2} ; \quad \boldsymbol{a}, \boldsymbol{b} \in \mathscr{W}_{M} \tag{4.13}
\end{equation*}
$$

derived by Kullback [38]. Applying (4.13) to (4.10) we obtain

$$
\begin{equation*}
L^{(t+1)}-L^{(t)} \geqq \frac{1}{4}\left\|\mathbf{W}^{(t+1)}-\mathbf{W}^{(t)}\right\|^{2}+\frac{1}{4}\left\|\mathbf{P}^{(t+1)}-\boldsymbol{P}^{(t)}\right\|^{2} \tag{4.14}
\end{equation*}
$$

The proof is complete since the left-hand side of (4.14) tends to zero by Eq. (4.11).

## 5. EXPLICIT SOLUTION OF THE STEP 1

Recall that the iterative procedure includes implicit relation (3.8), (resp. (3.12)) which is to be solved for all components at each iteration. Obviously an efficient use of the procedure is possible only if there is a simple solution of this relation. It is easily verified that in case of normal mixture Eq. (3.8) is equivalent to (2.3) and (2.4). Considering these equations we see that the weighted likelihood function in (3.8) is maximized by correspondingly weighted m.-1. estimates for a single normal population.

This analogy suggests possibility of a more general solution first noticed by Hasselblad [28]. In the following Theorem the generalized solution is obtained for m.-1. estimates which are additive with regard to the sample in certain sense.

Theorem 5.1. Assume that for any sample $\mathscr{S}$ the likelihood function

$$
\begin{equation*}
L(\boldsymbol{b} \mid \mathscr{S})=\sum_{n=1}^{N} \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right) ; \quad \boldsymbol{b} \in \mathscr{B} \subset \mathbb{R}_{q} \tag{5.1}
\end{equation*}
$$

is maximized by $\hat{\boldsymbol{b}}(\mathscr{S}) \in \mathscr{B}$,

$$
\begin{equation*}
\hat{\boldsymbol{b}}(\mathscr{S})=\frac{1}{N} \sum_{n=1}^{N} \boldsymbol{\beta}\left(\mathbf{x}_{n}\right) ; \quad \boldsymbol{\beta}\left(\mathbf{x}_{n}\right)=\left(\beta_{1}\left(\mathbf{x}_{n}\right), \ldots, \beta_{q}\left(\boldsymbol{x}_{n}\right)\right)^{\mathrm{T}} \in \mathbb{R}_{\boldsymbol{q}} \tag{5.2}
\end{equation*}
$$

where $\boldsymbol{\beta}(\cdot)$ is a vector of real functions defined on $\mathbb{R}_{d}$, i.e. we can write

$$
\begin{equation*}
L(\hat{\boldsymbol{b}}(\mathscr{S}) \mid \mathscr{S}) \geqq L(\boldsymbol{b} \mid \mathscr{S}), \quad \text { for all } \quad \boldsymbol{b} \in \mathscr{B} \tag{5.3}
\end{equation*}
$$

Then, given a vector $\mathbf{V}^{*}=\left(v_{1}^{*}, \ldots, v_{N}^{*}\right) \in \mathscr{W}_{N}$ we may form weighted likelihood function (cf. (3.15)).

$$
\begin{equation*}
\mathscr{L}\left(\boldsymbol{b} \mid \mathscr{S}, \mathbf{V}^{*}\right)=\sum_{n=1}^{N} v_{n}^{*} \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}\right) ; \quad \boldsymbol{b} \in \mathscr{B} \tag{5.4}
\end{equation*}
$$

which is maximized by $\boldsymbol{b}^{*}(\mathscr{S}) \in \mathscr{B}$,

$$
\begin{equation*}
\boldsymbol{b}^{*}(\mathscr{S})=\sum_{n=1}^{N} v_{n}^{*} \beta\left(\mathbf{x}_{n}\right) \tag{5.5}
\end{equation*}
$$

provided that the functions $f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right) ; n=1, \ldots, N$ are continuous with respect to $\boldsymbol{b}$ at $\boldsymbol{b}=\boldsymbol{b}^{*}(\mathscr{P})$.

Proof. For any given weight vector $\mathbf{V}^{*} \in \mathscr{W}_{N}$ and an integer $k>N$ we can choose integers $k_{1}, k_{2}, \ldots, k_{N}$ with the property

$$
\begin{equation*}
\sum_{n=1}^{N} k_{n}=k ; \quad k_{n} \geqq 0 ; \quad\left|\frac{k_{n}}{k}-v_{n}^{*}\right| \leqq \frac{1}{k} ; \quad n=1,2, \ldots, N \tag{5.6}
\end{equation*}
$$

Using the above integers we define a weight vector

$$
\begin{equation*}
\mathbf{V}^{(k)}=\left(v_{1}^{(k)}, \ldots, v_{N}^{(k)}\right)^{\mathrm{T}} \in \mathscr{W}_{N} \quad v_{n}^{(k)}=\frac{k_{n}}{k} \tag{5.7}
\end{equation*}
$$

and applying vectors from $\mathscr{S}$ repeatedly we construct an artificial sample

$$
\begin{align*}
& \mathscr{P}^{(k)}=\left\{\mathbf{y}_{1}(1), \ldots, \mathbf{y}_{1}\left(k_{1}\right), \ldots, \mathbf{y}_{N}(1), \ldots, \mathbf{y}_{N}\left(k_{N}\right)\right\}  \tag{5.8}\\
& \mathbf{y}_{n}(l)=\boldsymbol{x}_{n} \in \mathscr{S} ; \quad l=1, \ldots, k_{n} ; \quad n=1,2, \ldots, N
\end{align*}
$$

Now, by assumption of the Theorem, the likelihood function

$$
\begin{equation*}
L\left(\boldsymbol{b} \mid \mathscr{S}^{(k)}\right)=\sum_{n=1}^{N} k_{n} \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}\right)=k \sum_{n=1}^{N} v_{n}^{(k)} \ln f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right) \tag{5.9}
\end{equation*}
$$

is maximized by $\hat{b}\left(\mathscr{S}^{(k)}\right) \in \mathscr{B}$,

$$
\begin{equation*}
\hat{\mathbf{b}}\left(\mathscr{S}^{(k)}\right)=\frac{1}{k} \sum_{n=1}^{N} k_{n} \boldsymbol{\beta}\left(\boldsymbol{x}_{n}\right)=\sum_{n=1}^{N} v_{n}^{(k)} \boldsymbol{\beta}\left(\boldsymbol{x}_{n}\right) \tag{5.10}
\end{equation*}
$$

Thus, for any $k>N$ it follows

$$
\begin{equation*}
\sum_{n=1}^{N} v_{n}^{(k)} \ln f\left(\mathbf{x}_{n} \mid \hat{\mathbf{b}}\left(\mathscr{S}^{(k)}\right)\right) \geqq \sum_{n=1}^{N} v_{n}^{(k)} \ln f\left(\mathbf{x}_{n} \mid \mathbf{b}\right) \quad \text { for all } \quad \mathbf{b} \in \mathscr{B} \tag{5.11}
\end{equation*}
$$

It can be seen that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \boldsymbol{V}^{(k)}=\boldsymbol{V}^{*} \in \mathscr{W}_{N} ; \quad \lim _{k \rightarrow \infty} \hat{\boldsymbol{b}}\left(\mathscr{S}^{(k)}\right)=\boldsymbol{b}^{*}(\mathscr{S}) \tag{5.12}
\end{equation*}
$$

Letting $k \rightarrow \infty$ in (5.11) and considering the assumed continuity of $f\left(\boldsymbol{x}_{n} \mid \boldsymbol{b}\right)$ at $\boldsymbol{b}^{*}(\mathscr{P})$ we obtain the inequality

$$
\begin{equation*}
\sum_{n=1}^{N} v_{n}^{*} \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}^{*}(\mathscr{S})\right) \geqq \sum_{n=1}^{N} v_{n}^{*} \ln f\left(\mathbf{x}_{n} \mid \boldsymbol{b}\right) ; \quad \boldsymbol{b} \in \mathscr{B} \tag{5.13}
\end{equation*}
$$

which completes the proof.
Remark 5.1. Note that m.-1. estimate in (5.2) may be supposed in a more general form

$$
\begin{equation*}
\hat{\boldsymbol{b}}(\mathscr{S})=\psi\left(\frac{1}{N} \sum_{n=1}^{N} \boldsymbol{\beta}\left(\boldsymbol{x}_{n}\right)\right) \tag{5.14}
\end{equation*}
$$

where $\psi(\cdot)$ is a continuous function.

## 6. APPLICATION TO SPECIAL TYPES OF MIXTURES

Applying the iterative procedure in a particular case we need to specify essentially only the general implicit relation (3.8) or eventually (3.12). In what follows we employ Theorem 5.1 or solve the implicit relation directly. The examples presented illustrate, that virtually any type of mixture may be identified.

## a) Normal mixture

Weighted likelihood function corresponding to normal components
(6.1) $f\left(\mathbf{x} \mid \boldsymbol{c}_{m}, \boldsymbol{A}_{m}\right)=\frac{1}{\sqrt{\left((2 \pi)^{d} \operatorname{det} \boldsymbol{A}_{m}\right)}} \exp \left\{-\frac{1}{2}\left(\boldsymbol{x}_{n}-\boldsymbol{c}_{m}\right)^{\mathrm{r}} \boldsymbol{A}_{m}^{-1}\left(\boldsymbol{x}_{n}-\mathbf{c}_{m}\right)\right\}$;

$$
(m=1, \ldots, M)
$$

is given (cf. (3.15), (3.8)) by
(6.2) $\mathscr{L}\left(\boldsymbol{c}_{m}, \boldsymbol{A}_{m}\right)=\sum_{n=1}^{N} v_{n} \ln \left[\frac{1}{\sqrt{\left((2 \pi)^{d} \operatorname{det} \boldsymbol{A}_{m}\right)}} \exp \left\{-\frac{1}{2}\left(\mathbf{x}_{n}-\boldsymbol{c}_{m}\right)^{\mathrm{T}} \boldsymbol{A}_{m}^{-1}\left(\mathbf{x}_{n}-\mathbf{c}_{m}\right)\right\}\right] ;$

$$
\boldsymbol{v}_{n}=p^{(t)}\left(m \mid \boldsymbol{x}_{n}\right) / \sum_{i=1}^{N} p^{(t)}\left(m \mid \boldsymbol{x}_{i}\right)
$$

If $\boldsymbol{A}_{m}$ is a positive definite matrix then, by Theorem 5.1, expression (6.2) as a function of $\boldsymbol{c}_{\boldsymbol{m}}$ is maximized by

$$
\begin{equation*}
\boldsymbol{c}_{m}^{(t+1)}=\frac{1}{\sum_{n=1}^{N} p^{(t i}\left(m \mid \boldsymbol{x}_{n}\right)} \sum_{n=1}^{N} \boldsymbol{x}_{n} p^{(t)}\left(m \mid \boldsymbol{x}_{n}\right) . \tag{6.3}
\end{equation*}
$$

Similarly for a fixed vector $\boldsymbol{c}_{m} \in \mathbb{R}_{d}$ the function $\mathscr{L}\left(\boldsymbol{c}_{m}, \boldsymbol{A}_{m}\right)$ is maximized by

$$
\begin{equation*}
\boldsymbol{A}_{m}^{(t+1)}=\frac{1}{\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)} \sum_{n=1}^{N}\left(\mathbf{x}_{n}-\boldsymbol{c}_{m}\right)\left(\mathbf{x}_{n}-\boldsymbol{c}_{m}\right)^{\mathrm{T}} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) . \tag{6.4}
\end{equation*}
$$

Combining (6.3) and (6.4) we obtain the well known equations (2.3), (2.4).
Note that proving formula (6.4) we should consider possible occurrence of singular matrices in Eq. (5.2), (5.5) and (5.10). The proof of Theorem 5.1 may be easily modified if $\boldsymbol{A}_{m}^{(t+1)}$ obtained in (6.4) is a positive definite matrix. On the other side a singular matrix $\boldsymbol{A}_{m}^{(t+1)}$ corresponds to a singular point of likelihood function. In this case the computation must be stopped and repeated with other initial values. In approximation problems (cf. Remark 1.1) the singular component may be omitted.

In case of equal covariance matrices $A_{1}=A_{2}=\ldots=A_{M}=A$ we have to use Eq. (3.12) instead of (3.8). Consequently we obtain weighted likelihood function

$$
\begin{equation*}
=\sum_{m=1}^{M} \sum_{n=1}^{N} \frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{N} \ln \left[\frac{1}{\sqrt{ }\left((2 \pi)^{d} \operatorname{det} \boldsymbol{A}\right)} \exp \left\{-\frac{1}{2}\left(\mathbf{x}_{n}-\boldsymbol{c}_{m}\right)^{\mathrm{T}} \mathbf{A}^{-1}\left(\boldsymbol{x}_{n}-\boldsymbol{c}_{n}\right)\right\}\right] . \tag{6.5}
\end{equation*}
$$

Again from Theorem 5.1 it follows that (6.5) as a function of $\boldsymbol{A}$ is maximized by

$$
\begin{align*}
\mathbf{A}^{(t+1)}= & \sum_{m=1}^{M} \sum_{n=1}^{N} \frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{N}\left(\mathbf{x}_{n}-\boldsymbol{c}_{m}\right)\left(\mathbf{x}_{n}-\boldsymbol{c}_{m}\right)^{\mathrm{T}}=  \tag{6.6}\\
& =\frac{1}{N} \sum_{n=1}^{N} \mathbf{x}_{n} \mathbf{x}_{n}^{\mathrm{T}}-\sum_{m=1}^{M} w_{m}^{(t+1)} \boldsymbol{c}_{m} c_{m}^{\mathrm{T}}
\end{align*}
$$

where the optimal vectors $\boldsymbol{c}_{m}$ may be substituted from (6.3).
b) Laplace mixture

Assuming components in form of Laplace densities

$$
\begin{equation*}
f\left(\mathbf{x} \mid \boldsymbol{a}_{m}, \boldsymbol{c}_{m}\right)=\prod_{\alpha=1}^{d}\left[\frac{1}{2 a_{m x}} \exp \left\{-\frac{\left|x_{\alpha}-c_{m \alpha}\right|}{a_{m \alpha}}\right\}\right] ; \boldsymbol{x} \in \mathbb{R}_{d} ; a_{m \alpha}>0 ; \boldsymbol{a}_{m}, \boldsymbol{c}_{m} \in \mathbb{R}_{d} \tag{6.7}
\end{equation*}
$$

we obtain weighted likelihood function

$$
\begin{equation*}
\mathscr{L}\left(\boldsymbol{c}_{m}, \boldsymbol{a}_{m}\right)=\sum_{n=1}^{N} v_{n} \ln \left[\prod_{\alpha=1}^{d}\left(\frac{1}{2 a_{m x}} \exp \left\{\frac{-\left|x_{n x}-c_{m \alpha}\right|}{a_{m x}}\right\}\right)\right]= \tag{6.8}
\end{equation*}
$$

$$
=\sum_{\alpha=1}\left\{-\ln 2 a_{m \alpha}-\sum_{n=1}^{N} v_{n} \frac{\left|x_{n \alpha}-c_{m \alpha}\right|}{a_{m \alpha}}\right\} ; \quad v_{n}=\frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{\sum_{i=1}^{N} p^{(t)}\left(m \mid \boldsymbol{x}_{i}\right)}
$$

which is maximized by
(6.9) $\quad a_{m \alpha}^{(t+1)}=\frac{1}{\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)} \sum_{n=1}^{N}\left|x_{n \alpha}-c_{m \alpha}\right| p^{(t)}\left(m \mid \mathbf{x}_{n}\right) ; \quad \alpha=1,2, \ldots, d$;
for any fixed vector $\boldsymbol{c}_{m} \in \mathbb{R}_{d}$. Further if

$$
\begin{equation*}
x_{i_{1} \alpha} \leqq x_{i_{2} \alpha} \leqq \ldots \leqq x_{i_{N} \alpha} \tag{6.10}
\end{equation*}
$$

is the order of numbers $x_{1 \alpha}, x_{2 \alpha}, \ldots, x_{N \alpha}$ then the optimal vector $c_{m}^{(t+1)}$ may be defined by inequalities
(6.11) $\quad c_{m \alpha}^{(t+1)}=x_{i_{k} \alpha} ; \quad k: \sum_{j=1}^{k-1} p^{(t)}\left(n \mid \mathbf{x}_{i_{j}}\right)<\frac{1}{2} \sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right) \leqq \sum_{j=1}^{k} p^{(t)}\left(m \mid \mathbf{x}_{i_{j}}\right)$.

## c) Uniform mixture

We define multivariate uniform probability density by Eq.

$$
f\left(\boldsymbol{x} \mid \boldsymbol{a}_{m}, \boldsymbol{b}_{m}\right)=\prod_{\alpha=1}^{d}\left[\frac{\varphi\left(x_{\alpha} \mid a_{m \alpha}, b_{m \alpha}\right)}{\left(b_{m \alpha}-a_{m \alpha}\right)}\right] ; \quad \begin{align*}
& \mathbf{x} \in \mathbb{R}_{d}  \tag{6.12}\\
& b_{m \alpha}>a_{m \alpha} ; \quad \boldsymbol{a}_{m}, \boldsymbol{b}_{m} \in \mathbb{R}_{d}
\end{align*}
$$

where $\varphi\left(\xi \mid a_{m \alpha}, b_{m \alpha}\right)$ is characteristic function of the interval $\left\langle a_{m \alpha}, b_{m \alpha}\right\rangle$

$$
\varphi\left(\xi \mid a_{m \alpha}, b_{m \alpha}\right)=\left\langle\begin{array}{l}
1 ; \xi \in\left\langle a_{m \alpha}, b_{m \alpha}\right\rangle  \tag{6.13}\\
0 ; \xi \notin\left\langle a_{m \alpha}, b_{m \alpha}\right\rangle
\end{array}\right.
$$

The corresponding weighted likelihood function

$$
\begin{gathered}
\mathscr{L}\left(\boldsymbol{a}_{m}, \boldsymbol{b}_{n}\right)=\sum_{n=1}^{N} v_{n} \ln \left[\prod_{\alpha=1}^{d} \frac{\varphi\left(x_{n \alpha} \mid a_{m \alpha}, b_{m \alpha}\right)}{\left(b_{m \alpha}-a_{m \alpha}\right)}\right]= \\
=\sum_{\alpha=1}^{d}\left\{-\ln \left(b_{m \alpha}-a_{m \alpha}\right)+\sum_{n=1}^{N} v_{n} \ln \varphi\left(x_{n \alpha} \mid a_{m \alpha}, b_{m \alpha}\right)\right\} ; \quad v_{n}=\frac{p^{(t)}\left(m \mid \mathbf{x}_{n}\right)}{\sum_{i=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{i}\right)}
\end{gathered}
$$

is maximized by

$$
\begin{equation*}
a_{m \alpha}^{(t+1)}=\min _{n: p^{(t)}\left(m \mid x_{n}\right)>0}\left\{x_{n \alpha}\right\} ; \quad b_{m \alpha}^{(t+1)}=\max _{n: p^{(t)}\left(m \mid x_{n}\right)>0}\left\{x_{n x}\right\} \tag{6.15}
\end{equation*}
$$

Note that in case of uniform mixture the property (3.11) undesirably increases the meaning of initial parameters. Roughly speaking the solution obtained will not differ very much from the initial parameters.

## d) Bernoulli mixture

Consider a discrete mixture the components of which are multivariate Bernoulli distributions

$$
\begin{equation*}
f\left(\mathbf{x} \mid \theta_{m}\right)=\prod_{\alpha=1}^{d} \theta_{m \alpha}^{x_{\alpha}}\left(1-\theta_{m x}\right)^{1-x_{\alpha}} ; \quad x_{\alpha} \in\{0,1\} ; \quad 0 \leqq \theta_{m x} \leqq 1 \tag{6.16}
\end{equation*}
$$

defined on the set of $d$-dimensional binary vectors. The corresponding weighted likelihood function is given by

$$
\begin{align*}
& \mathscr{L}\left(\theta_{m}\right)=\sum_{n=1}^{N} v_{n} \ln \left[\prod_{\alpha=1}^{d} \theta_{m \alpha}^{x_{n \alpha}}\left(1-\theta_{m a}\right)^{1-x_{n \alpha}}\right]=  \tag{6.17}\\
& =\sum_{\alpha=1}^{d}\left\{\left[\sum_{n=1}^{N} v_{n} x_{n \alpha}\right] \ln \theta_{m \alpha}+\left[1-\sum_{n=1}^{N} v_{n} x_{n z}\right] \ln \left(1-\theta_{m \alpha}\right)\right\} ; \quad v_{n}=\frac{p^{(t)}\left(m \mid \boldsymbol{x}_{n}\right)}{\sum_{i=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{i}\right)} .
\end{align*}
$$

Using Theorem 5.1 or directly Lemma 4.1 we obtain the following explicit form of the relation (3.8)

$$
\begin{equation*}
\theta_{m \alpha}^{(t+1)}=\frac{1}{\sum_{n=1}^{N} p^{(t)}\left(m \mid \mathbf{x}_{n}\right)^{n=1}} \sum_{n}^{N} x_{n \alpha} \cdot p^{(t)}\left(m \mid \mathbf{x}_{n}\right) ; \alpha=1,2, \ldots, d . \tag{6.18}
\end{equation*}
$$

## 7. CONCLUSION

General iterative procedure considered in the present paper proved to be a feasible method for obtaining m.-l. estimates for finite mixtures of various types. Computational properties of this procedure have been tested practically by several authors with satisfactory results (cf. [28], [61], [47], [21]). In this connection there is a frequently discussed problem of multiple solutions. Analyzing a particular set of data one can find all the local maxima of likelihood function by repeating the computation from enough different starting points. Usually the over-all maximum is used to determine the best solution ([4], [61]) but other rules may be preferable when the sample size is small (cf. [3]). Note that related problem of the proper choice of initial values need not be as crucial as sometimes supposed (cf. [14], [61]) since the iterative process converges to a local maximum nearly always.

Recall that the number of components $M$ is not estimated by the iterative procedure. In the practically important approximation problems (cf. Remark 1.1) there is a possibility to delete "superfluous" components in the course of computation. A question arises if appropriate tests could be developed for this purpose possibly in a way suggested by Theorem 5.1.
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